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The Lorentz Transformation as a Planck Vacuum Phenomenon in a Galilean
Coordinate System

William C. Daywitt
National Institute for Standards and Technology (retired), Boulder, Colorado, USA

E-mail: wcdaywitt@earthlink.net

In a seminal Masters’ dissertation [1] Pemper derived the relativistic electric and mag-
netic fields of a uniformly moving charge from the response of some continuum to
the perturbation from the charge’s Coulomb field. The results seem to imply that the
Maxwell equations and the Lorentz transformation are associated with some type of
vacuum state. Unbeknownst at the time, Pemper had discovered the Planck vacuum
(PV) quasi-continuum [2] and its interaction with the free charge. The importance of
this derivation, its obscurity in the literature, and its connection to the PV justifies the
following rework of that derivation.

1 Pemper Derivation

When a free, massless, bare charge e∗ travels in a straight line
at a uniform velocity v its bare Coulomb field e∗/r2 perturbs
(polarizes) the PV [2]. If there were no PV, the bare field
would propagate as a frozen pattern with the same velocity
and there would be no accompanying magnetic field. The
corresponding force perturbing the PV is e2

∗/r
2, where one of

the charges e∗ in the product e2
∗ belongs to the free charge

and the other to the individual Planck particles making up the
degenerate negative-energy PV.

This charge-vacuum interaction is described by Pemper
[1] as a series (n = 1, 2, 3, . . .) of electric and magnetic fields
(generated by the vacuum)

∇ × En = −
1
c
∂Bn

∂t
(1)

and
Bn+1 = ββ × En (2)

that respond in a iterative fashion to the bare charge’s
Coulomb field, leading to the well-known relativistic elec-
tric and magnetic fields that are traditionally ascribed to the
charge as a single entity. The serial electric and magnetic
fields are En and Bn and ββ = v/c. The curl equation in (1) is
recognized as the Faraday equation and the magnetic field in
(2) is due to the free-charge field rotating the induced dipoles
within the PV. The series of partial fields is not envisioned
as a series in time — the PV response is assumed to happen
instantaneously at each field point.

The initial magnetic field in the series is B1 = ββ × E0,
where the bare charge’s laboratory-observed Coulomb field
is

E0 =
er
r3 =

e
e∗

e∗r
r3 = α

1/2 e∗r
r3 , (3)

where α is Planck’s constant. The serial electric fields are
assumed to be radial; so the final electric field is radial with a
magnitude equal to the sum

E = E0 + E1 + E2 + E3 + . . . , (4)

where the En are the magnitudes of the Ens and the final mag-
netic field is ββ × E. Assuming that the En = En(r, θ), the
charge-PV feedback equations (1) and (2) reduce to

∂En

∂θ
=

r
c
∂Bn

∂t
(5)

and
Bn+1 = βEn sin θ (6)

in the azimuthal direction about the z-axis.
Calculating the first partial field E1 in the series begins

with (6)
B1 = βE0 sin θ (7)

and leads to (Appendix A)

Ḃ1 =
3cβ2E0 sin θ cos θ

r
, (8)

where the overhead dot represents a partial differentiation
with respect to time. Then from (5)

dE1 =
rḂ1

c
dθ = 3β2E0 sin θ cos θ dθ, (9)

which integrates over the limits (0, θ) to

E1 =
3β2E0 sin2 θ

2
− λ1E0, (10)

where the reference field E1(θ = 0) = −λ1E0 with λ1 a con-
stant to be determined.

The second iteration for the electric field begins with

B2 = βE1 sin θ =
3β3E0 sin3 θ

2
− λ1B1 (11)

and yields (Appendix A)

Ḃ2 =
15cβ4E0 sin3 θ cos θ

2r
− λ1Ḃ1 . (12)

William C. Daywitt. The Lorentz Transformation as a Planck Vacuum Phenomenon in a Galilean Coordinate System 3
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Equation (5) then leads to

dE2 =
rḂ2

c
dθ =

(
15β4E0 sin3 θ cos θ

2
− λ1rḂ1

c

)
dθ, (13)

which integrates to

E2 =
15β4E0 sin4 θ

8
− λ1

3β2E0 sin2 θ

2
− λ2E0, (14)

where again E2(θ = 0) = −λ2E0 .
The third iteration proceeds as before and results in (Ap-

pendix A)

Ḃ3 =
3 · 5 · 7cβ6E0 sin5 θ cos θ

8r
− λ1

3 · 5cβ4E0 sin3 θ cos θ
2r

−λ2
3cβ2E0 sin θ cos θ

r
(15)

and

E3 =
3 · 5 · 7β6E0 sin6 θ

6 · 8 − λ1
3 · 5β4E0 sin4 θ

2 · 4

−λ2
3βE0 sin2 θ

2
− λ3E0 (16)

for the third partial field.
Inserting (10), (14), and (16) (plus the remaining infinity

of partial fields) into (4) gives

E = E0 +
3β2E0 sin2 θ

2
+

3 · 5β4E0 sin4 θ

8

+
3 · 5 · 7β6E0 sin6 θ

48
+ . . .

−λ1

(
E0 +

3β2E0 sin2 θ

2
+

3 · 5β4E0 sin4 θ

8
+ . . .

)

−λ2

(
E0 +

3βE0 sin2 θ

2
+ . . .

)
− λ3(E0 + . . .) + . . .

= E0

(
1 +

3β2 sin2 θ

2
+

3 · 5β4 sin4 θ

2 · 4

+
3 · 5 · 7β6 sin6 θ

2 · 4 · 6 + . . .

)
(1 − λ) , (17)

where

λ ≡
∞∑

n=1

λn (18)

is a constant. The sum after the final equal sign in (17) is
recognized as the function (1 − β2 sin2 θ)−3/2; so E can be
expressed as

E =
(1 − λ)E0

(1 − β2 sin2 θ)3/2
. (19)

Finally, the constant λ can be evaluated from Gauss’ law
and the conservation of bare charge e∗:∫

D · dS = 4πe∗ −→
∫

E · dS = 4πe, (20)

where D = (e∗/e)E is used to arrive at the second integral.
Inserting (19) into (20) and integrating yields

λ = β2, (21)

which, inserted back into (19), gives the relativistic electric
field of a uniformly moving charge. That this field is the same
as that derived from the Lorentz transformed Coulomb field
is shown in Appendix B.

2 Conclusions and Comments

The calculations of the previous section suggest that the
Lorentz transformation owes its existence to interactions be-
tween free-space particles and the negative-energy PV. Free
space is defined here as “the classical void + the zero-point
electromagnetic vacuum” [3].

The fact that the bare charge is massless makes the Pem-
per derivation significantly less involved and more straight-
forward than the related case for the massive point charge
(Dirac electron). Nevertheless, the uniform motion of the
Dirac electron too exhibits electron-PV effects. When a bare
charge is injected into free space (presumably from the PV) it
very quickly (∼ 10−30 sec) develops a mass from being driven
by the random fields of the electromagnetic vacuum. The cor-
responding electron-PV connection is easily recognized in the
Lorentz-covariant Dirac equation [4, p. 90], [5]:(

ic~γµ∂µ − mc2
)
ψ = 0 −→

(
ie2
∗γ

µ∂µ − mc2
)
ψ = 0, (22)

where the PV relation c~ = e2
∗ is used to arrive at the equa-

tion on the right. A nonrelativistic expression for the electron
mass is given by Puthoff [3, 6]

m =
2
3

〈
ṙ2

〉1/2
c

m∗, (23)

where ṙ represents the random excursions of the zero-point-
driven bare charge about its center of (random) motion at r =
0 and m∗ is the Planck mass.

The massive point charge perturbs the PV with the two-
fold force [5]

e2
∗

r2 −
mc2

r
, (24)

where the first and second terms are the polarization and cur-
vature∗ forces respectively. It is the interaction of this com-
posite force with the PV that is responsible for the Dirac equa-
tion as evidenced by the e2

∗ and mc2 in (22) and (24). Thus
∗Using the PV relations G = e2

∗/m
2
∗ and e2

∗ = r∗m∗c2 in the curvature
force leads to mc2/r = mm∗G/rr∗ and shows the direct gravitational interac-
tion between the electron mass and the Planck particle masses within the PV.

4 William C. Daywitt. The Lorentz Transformation as a Planck Vacuum Phenomenon in a Galilean Coordinate System



April, 2011 PROGRESS IN PHYSICS Volume 2

both the Pemper derivation and the Dirac equation argue com-
pellingly for the existence of the Planck vacuum state and its
place in the physical scheme of things. It is noted in pass-
ing that the force in (24) vanishes at the electron’s Compton
radius rc = e2

∗/mc2.

Appendix A: Galilean Coordinate System

The laboratory system in which the charge propagates is con-
sidered to be a Galilean reference system. In that system
(x, y, z) represents the radius vector from the system origin
to any field point (considered in the calculations to be fixed).
The position of the charge traveling at a constant rate v along
the positive z-axis is (0, 0, vt); so at time t = 0 the charge
crosses the origin. Since the field point is fixed, the vector in
the x-y plane

b = b b̂ ≡ x + y (A1)

is constant. The radius vector from the position of the charge
to the field point is then

r = (x, y, z − vt) . (A2)

Combining (A1) and (A2) gives

r =
[
b2 + (z − vt)2

]1/2
(A3)

for the magnitude of that vector.
If θ is the angle between the radius r and the positive z-

axis, it is easy to show from (A1)—(A3) that

r sin θ = b (A4)

and
r cos θ = z − vt (A5)

and from (A3)—(A5) that

ṙ = −v cos θ (A6)

and
rθ̇ = v sin θ, (A7)

where the overhead dot represents a partial derivative with
respect to time.

From (7) the initial magnetic field in the charge-PV inter-
action is

B1 = βE0 sin θ = β · e
r2 ·

b
r
=

βeb[
b2 + (z − vt)2]3/2 (A8)

whose time differential leads to

Ḃ1 =
3cβ2E0 sin θ cos θ

r
(A9)

in a straightforward manner.
From (11) in the text

B2 = βE1 sin θ =
3β3eb3

2
[
b2 + (z − vt)2]5/2 − λ1B1, (A10)

which leads to

Ḃ2 =
15cβ4Eo sin3 θ cos θ

2r
− λ1Ḃ1 . (A11)

From B3 = βE2 sin θ,

B3 =
15β5E0 sin5 θ

8
− λ1

3β3E0 sin3 θ

2
− λ2βE0 sin θ

=
15β5eb5

8
[
b2 + (z − vt)2]7/2 − λ1

3β3eb3

2
[
b2 + (z − vt)2]5/2

−λ2
βeb[

b2 + (z − vt)2]3/2 (A12)

and

Ḃ3 =
3 · 5 · 7cβ6E0 sin5 θ cos θ

8r
− λ1

3 · 5cβ4E0 sin3 θ cos θ
2r

−λ2
3cβ2E0 sin θ cos θ

r
. (A13)

Appendix B: Lorentz Transformed Fields

The Lorentz transformation coefficients aµν in the coordinate
transformation [7, pp. 380–381]

x′µ = aµνxµ =


1 0 0 0
0 1 0 0
0 0 γ iβγ
0 0 −iβγ γ




x
y
z

ict


=


x
y

γ(z − vt)
iγ(ct − βz)

 (B1)

lead to the Lorentz transformed fields

F′µν = aµσaντFστ, (B2)

where the F′µν, etc., are the electromagnetic field tensors. The
primed and unprimed parameters refer respectively to the
charge-at-rest and laboratory systems, where the charge sys-
tem travels along the z-axis of the laboratory system with a
constant velocity v.

Using the static Coulomb field in the charge system and
transforming it to the laboratory system with the inverse of
(B2) leads to the magnitude

E =
γe

[
b2 + (z − vt)2

]1/2[
b2 + γ(z − vt)2]3/2 (B3)

for the electric field, where γ = 1/(1− β2)1/2. (B3) reduces to
(19) in the following way:

E =
γe

[
b2 + (z − vt)2

]1/2

γ3 [
b2 + (z − vt)2 − β2b2]3/2

William C. Daywitt. The Lorentz Transformation as a Planck Vacuum Phenomenon in a Galilean Coordinate System 5
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=
e/

[
b2 + (z − vt)2

]
γ2 [

1 − β2b2/[b2 + (z − vt)2]
]3/2

=
(1 − β2) E0(

1 − β2 sin2 θ
)3/2 . (B4)

Submitted on January 5, 2011 / Accepted on January 6, 2011
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Charged Polaritons with Spin 1

Vahan Minasyan and Valentin Samoilov
Scientific Center of Applied Research, JINR, Joliot-Curie 6, Dubna, 141980, Russia

E-mails: mvahan@scar.jinr.ru; scar@off-serv.jinr.ru

We present a new model for metal which is based on the stimulated vibration of in-
dependent charged Fermi-ions, representing as independent harmonic oscillators with
natural frequencies, under action of longitudinal and transverse elastic waves. Due to
application of the elastic wave-particle principle and ion-wave dualities, we predict the
existence of two types of charged Polaritons with spin 1 which are induced by longitu-
dinal and transverse elastic fields. As result of presented theory, at small wavenumbers,
these charged polaritons represent charged phonons.

1 Introduction

In our recent paper [1], we proposed a new model for dielec-
tric materials consisting of neutral Fermi atoms. By the stim-
ulated vibration of independent charged Fermi-atoms, repre-
senting as independent harmonic oscillators with natural fre-
quencies by actions of the longitudinal and transverse elastic
waves, due to application of the principle of elastic wave-
particle duality, we predicted the lattice of a solid consists
of two types of Sound Boson-Particles with spin 1, with fi-
nite masses around 500 times smaller than the atom mass.
Namely, we had shown that these lattice Sound-Particles ex-
cite the longitudinal and transverse phonons with spin 1. In
this context, we proposed new model for solids representing
as dielectric substance which is different from the well-known
models of Einstein [2] and Debye [3] because: 1), we suggest
that the atoms are the Fermi particles which are absent in the
Einstein and Debye models; 2), we consider the stimulated
oscillation of atoms by action of longitudinal and transverse
lattice waves which in turn consist of the Sound Particles.

Thus, the elastic lattice waves stimulate the vibration of
the fermion-atoms with one natural wavelength, we suggested
that ions have two independent natural frequencies by under
action of a longitudinal and a transverse wave. Introduction of
the application of the principle of elastic wave-particle duality
as well as the model of hard spheres we found an appearance
of a cut off in the spectrum energy of phonons which have
spin 1 [1].

In this letter, we treat the thermodynamic property of
metal under action of the ultrasonic waves. We propose a
new model for metal where the charged Fermi-ions vibrate
with natural frequencies Ωl and Ωt, by under action of lon-
gitudinal and transverse elastic waves. Thus, we consider a
model for metal as independent charged Fermi-ions of lattice
and gas of free electrons or free Frölich-Schafroth charged
bosons (singlet electron pairs) [4]. Each charged ion is cou-
pled with a point of lattice knot by spring, creating an ion
dipole [5,6]. The lattice knots define the equilibrium posi-
tions of all ions which vibrate with natural frequencies Ωl and
Ωt, under action of longitudinal and transverse elastic fields

which in turn leads to creation of the transverse electromag-
netic fields moving with speeds cl and ct. These transverse
electromagnetic waves describe the ions by the principle of
ion-wave duality [7]. Using the representation of the elec-
tromagnetic field structure of one ion with ion-wave duality
in analogous manner, as it was presented in a homogenous
medium for an electromagnetic wave [8], we obtain that the
neutral phonons cannot be excited in such substances as met-
als, they may be induced only in dielectric material [1]. In
this respect, we find the charged polaritons with spin 1 which
are always excited in a metal, and at small wavenumbers, they
represent as charged phonons.

2 New model for metal

The Einstein model of a solid considers the solid as gas of
N atoms in a box with volume V . Each atom is coupled
with a point of the lattice knot. The lattice knots define the
dynamical equilibrium position of each atom which vibrates
with natural frequency Ω0. The vibration of atom occurs near
equilibrium position corresponding to the minimum of po-
tential energy (harmonic approximation of close neighbors).
We presented the model of ion-dipoles [5,6] which represents
ions coupled with points of lattice knots. It differs from the
Einstein model of solids where the neutral independent atoms
are considered in lattice knots, these ions are vibrating with
natural frequencies Ωl and Ωt forming ion-dipoles by under
action longitudinal and transverse ultrasonic lattice fields.

Usually, matters are simplified assuming the transfer of
heat from one part of the body to another occurs very slowly.
This is a reason to suggest that the heat exchange during times
of the order of the period of oscillatory motions in the body
is negligible, therefore, we can regard any part of the body as
thermally insulated, and there occur adiabatic deformations.
Since all deformations are supposed to be small, the motions
considered in the theory of elasticity are small elastic oscilla-
tions. In this respect, the equation of motion for elastic con-
tinuum medium [9] represents as

%~̈u = c2
t ∇2~u + (c2

l − c2
t ) grad div ~u, (1)

Vahan Minasyan and Valentin Samoilov. Charged Polaritons with Spin 1 7
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where ~u = ~u(~r, t) is the vectorial displacement of any parti-
cle in the solid; cl and ct are, respectively, the velocities of a
longitudinal and a transverse ultrasonic wave.

We shall begin by discussing a plane longitudinal elastic
wave with condition curl ~u = 0 and a plane transverse elastic
wave with condition div ~u = 0 in an infinite isotropic medium.
In this respect, the vector displacement ~u is the sum of the
vector displacements of a longitudinal ul and of a transverse
ultrasonic wave ut:

~u = ~ul + ~ut. (2)

In turn, the equations of motion for a longitudinal and a trans-
verse elastic wave take the form of the wave-equations:

∇2~ul − 1
c2

l

d2~ul

dt2 = 0, (3)

∇2~ut − 1
c2

t

d2~ul

dt2 = 0. (4)

It is well known, in quantum mechanics, a matter wave
is determined by electromagnetic wave-particle duality or de
Broglie wave of matter [7]. We argue that in analogous man-
ner, we may apply the elastic wave-particle duality. This rea-
soning allows us to present a model of elastic field as the
Bose-gas consisting of the Sound Bose-particles with spin 1
having non-zero rest masses which are interacting with each
other. In this respect, we may express the vector displace-
ments of a longitudinal ul and of a transverse ultrasonic wave
ut via the second quantization vector wave functions of Sound
Bosons as

~ul = Cl

(
φ(~r, t) + φ+(~r, t)

)
(5)

and

~ut = Ct

(
ψ(~r, t) + ψ+(~r, t)

)
, (6)

where Cl and Ct are unknown constant normalization coeffi-
cients; ~φ(~r, t) and ~φ+(~r, t) are, respectively, the second quan-
tization wave vector functions for one Sound-Particle, corre-
sponding to the longitudinal elastic wave, at coordinate ~r and
time t; ~ψ(~r, t) and ~ψ+(~r, t) are, respectively, the second quan-
tization wave vector functions for one Sound-Particle, corre-
sponding to the transverse elastic wave, at coordinate ~r and
time t:

~φ(~r, t) =
1√
V

∑

~k,σ

~a~k,σei(~k~r+kclt) (7)

~φ+(~r, t) =
1√
V

∑

~k,σ

~a+
~k,σ

e−i(~k~r+kclt) (8)

and
~ψ(~r, t) =

1√
V

∑

~k,σ

~b~k,σei(~k~r+kct t) (9)

~ψ+(~r, t) =
1√
V

∑

~k,σ

~b+
~k,σ

e−i(~k~r+kct t), (10)

where ~a+
~k,σ

and ~a~k,σ are, respectively, the Bose vector-oper-
ators of creation and annihilation for one free longitudinal
Sound Particle with spin 1, described by a vector ~k whose di-
rection gives the direction of motion of the longitudinal wave;
~b+
~k,σ

and ~b~k,σ are, respectively, the Bose vector-operators of
creation and annihilation for one free transverse Sound Parti-
cle with spin 1, described by a vector ~k whose direction gives
the direction of motion of the transverse wave.

In this respect, the vector-operators~a+
~k,σ

, ~a~k,σ and~b+
~k,σ

, ~b~k,σ
satisfy the Bose commutation relations as:

[
â~k,σ, â

+
~k′ ,σ′

]
= δ~k, ~k′ · δσ,σ′

[â~k,σ, â~k′ ,σ′ ] = 0

[â+
~k,σ
, â+

~k′ ,σ′
] = 0

and
[
b̂~k,σ, b̂

+
~k′ ,σ′

]
= δ~k, ~k′ · δσ,σ′

[b̂~k,σ, b̂~k′ ,σ′ ] = 0

[b̂+
~k,σ
, b̂+

~k′ ,σ′
] = 0.

Thus, as we see the vector displacements of a longitu-
dinal ul and of a transverse ultrasonic wave ut satisfy the
wave-equations of (3) and (4) because they have the follow-
ing forms due to application of (5) and (6):

~ul =
Cl√

V

∑

~k,σ

(
~a~k,σei(~k~r+kclt) + ~a+

~k,σ
e−i(~k~r+kclt)

)
(11)

and

~ut =
Ct√

V

∑

~k,σ

(
~b~k,σei(~k~r+kct t) + ~b+

~k,σ
e−i(~k~r+kct t)

)
. (12)

In this context, we may emphasize that the Bose vector
operators ~a+

~k,σ
, ~a~k,σ and ~b+

~k
, σ and ~b~k, σ communicate with

each other because the vector displacements of a longitudinal
~ul and a transverse ultrasonic wave ~ut are independent, and in
turn, satisfy the condition of a scalar multiplication ~ul · ~ut = 0.
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Consequently, the Hamiltonian operator Ĥ of the system,
consisting of the vibrating Fermi-ions with mass M, is repre-
sented in the following form:

Ĥ = Ĥl + Ĥt, (13)

where

Ĥl =
MN
V

∫ (
d~ul

dt

)2

dV +
NMΩ2

l

V

∫
(~ul)2dV (14)

and

Ĥt =
MN
V

∫ (
d~ut

dt

)2

dV +
NMΩ2

t

V

∫
(~ut)2dV, (15)

where Ωl and Ωt are, respectively, the natural frequencies of
the atom through action of the longitudinal and transverse
elastic waves.

To find the Hamiltonian operator Ĥ of the system, we use
the formalism of Dirac [10]:

d~ul

dt
=

iclCl√
V

∑

~k,σ

k
(
~a~k,σeikclt − ~a+

−~k,σe−ikclt
)
ei~k~r (16)

and

d~ut

dt
=

ictCt√
V

∑

~k,σ

k
(
~b~k,σeikct t − ~b+

−~k,σe−ikct t
)
ei~k~r, (17)

which by substituting into (14) and (15), using (11) and (12),
gives the reduced form of the Hamiltonian operators Ĥl and
Ĥt:

Ĥl =
∑

~k,σ

(
2MNC2

l c2
l k2

V
+

2MNC2
l Ω2

l

V

)
~a+
~k,σ
~a~k,σ−

−
∑

~k,σ

(
2MNC2

l c2
l k2

V
− 2MNC2

l Ω2
l

V

)(
a~k,σ~a−~k,σ+a+

−~k~a
+
~k,σ

)
(18)

and

Ĥt =
∑

~k,σ

(
2MNC2

t c2
t k2

V
+

2MNC2
t Ω2

t

V

)
~b+
~k,σ
~b~k,σ−

−
∑

~k,σ

(
2MNC2

t c2
t k2

V
−2MNC2

t Ω2
t

V

)(
b~k,σ~b−~k,σ+b+

−~k
~b+
~k,σ

)
, (19)

where the normalization coefficients Cl and Ct are defined by
the first term of right side of (18) and (19) which represent
the kinetic energies of longitudinal Sound Particles ~2k2

2ml
and

transverse Sound Particles ~2k2

2mt
with masses ml and mt, re-

spectively. Therefore we suggest to find Cl and Ct:

2MNC2
l c2

l k2

V
=
~2k2

2ml
(20)

and

2MNC2
t c2

t k2

V
=
~2k2

2mt
, (21)

which in turn determine

Cl =
~

2cl
√

mlρ
(22)

and

Ct =
~

2ct
√

mtρ
, (23)

where ρ = MN
V is the density of solid.

As we had shown in [1], at absolute zero T = 0, the Fermi
ions fill the Fermi sphere in momentum space. Thus, there are
two type Fermi atoms by the value of its spin z-component
µ = ± 1

2 with the boundary wave number k f of the Fermi,
which, in turn, is determined by a condition:

V
2π2

∫ k f

0
k2dk =

N
2
,

where N is the total number of Fermi-ions in the solid. This
reasoning together with the model of hard spheres claims the
important condition to introduce the boundary wave number

k f =

(
3π2N

V

) 1
3

coinciding with kl and kt. Then, there is an

important condition k f = kl = kt which determines a relation-
ship between natural oscillator frequencies

k f =
Ωl

cl
=

Ωt

ct
. (24)

3 Charged Polaritons

In papers [5, 6], we demostrated the so-called transformation
of longitudinal and transverse elastic waves into transverse
electromagnetic fields with vectors of the electric waves ~El

and ~Et, corresponding to the ion displacements ~ul and ~ut, re-
spectively. In turn, the equations of motion are presented in
the following forms [5, 6]:

M
d2~ul

dt2 + MΩ2
l ~ul = −e~El (25)

and

M
d2~ut

dt2 + MΩ2
t ~ut = −e~Et. (26)

The vector of the electric waves ~El and ~Et are defined by sub-
stitution of the meaning of ~ul and ~ut from (11) and (12), re-
spectively, into (25) and (26):
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~El(~r, t) =
Cl

e
√

V

∑

~k,σ

γ~k,l

(
~a~k,σei(~k~r+kclt) + ~a+

~k,σ
e−i(~k~r+kclt)

)
(27)

and

~Et(~r, t) =
Ct

e
√

V

∑

~k,σ

γ~k,t

(
~b~k,σei(~k~r+kct t) + ~b+

~k,σ
e−i(~k~r+kct t)

)
, (28)

where

γ~k,l = M
(
k2c2

l −Ω2
l

)
(29)

and

γ~k,t = M
(
k2c2

t −Ω2
t

)
. (30)

On the other hand, by action of the longitudinal and trans-
verse ultrasonic waves on the charged ion [5, 6], these ultra-
sonic waves are transformed into transverse electromagnetic
fields with electric wave vectors ~El and ~Et which in turn de-
scribe the de Broglie wave of charged ions expressed via elec-
tric ~El(~r, t) and ~Et(~r, t) fields of one ion-wave particle in ho-
mogeneous medium. In fact, these electric ~El(~r, t) and ~Et(~r, t)
fields satisfy the Maxwell’s equations in dielectric medium:

curl ~Hl − εl

c
d ~El

dt
= 0 (31)

curl ~El +
1
c

d ~Hl

dt
= 0 (32)

div ~El = 0 (33)

div ~Hl = 0 (34)

and

curl ~Ht − εt

c
d ~Et

dt
= 0 (35)

curl ~Et +
1
c

d ~Ht

dt
= 0 (36)

div ~Et = 0 (37)

div ~Ht = 0 (38)

with √
εl =

c
cl

(39)

and

√
εl =

c
cl
, (40)

where ~Hl = ~Hl(~r, t) and ~Ht = ~Ht(~r, t) are, respectively, the lo-
cal magnetic fields, corresponding to longitudinal and trans-
verse ultrasonic waves, depending on space coordinate ~r and
time t; εl and εt are, respectively, the dielectric constants for
transverse electric fields ~El(~r, t) and ~Et(~r, t) corresponding to
longitudinal and transverse ultrasonic waves; c is the velocity
of electromagnetic wave in vacuum; µ = 1 is the magnetic
susceptibility.

When using Eqs. (31–40) and results of letter [8], we may
present the transverse electric fields ~El(~r, t) and ~Et(~r, t) by the
quantization forms:

~El(~r, t) =
Al√

V

∑

~k

(
~c~kei(~k~r+kclt) + ~c+

~k
e−i(~k~r+kclt)

)
(41)

and

~Et(~r, t) =
At√

V

∑

~k,0

(
~d~kei(~k~r+kct t) + ~d+

~k
e−i(~k~r+kct t)

)
, (42)

where Al and At are the unknown constants which are found
as below; ~c+

~k
, ~d+

~k
and ~c~k, ~d~k are, respectively, the Bose vector-

operators of creation and annihilation of electric fields of one
ion-wave particle with wave vector~k which are directed along
of the wave normal ~s or ~k = k~s. These Bose vector-operators
~El(~r, t) and ~Et(~r, t) are directed to the direction of the unit
vectors ~l and ~t which are perpendicular to the wave normal ~s;
N̂ is the operator total number of charged ions.

In this context, we indicate that the vector-operators ~c+
~k,σ

,

~c~k,σ and ~d+
~k,σ

, ~d~k,σ satisfy the Bose commutation relations as:
[
ĉ~k,σ, ĉ

+
~k′ ,σ′

]
= δ~k, ~k′ · δσ,σ′

[ĉ~k,σ, ĉ~k′ ,σ′ ] = 0

[ĉ+
~k,σ
, ĉ+

~k′ ,σ′
] = 0

and
[
d̂~k,σ, d̂

+
~k′ ,σ′

]
= δ~k, ~k′ · δσ,σ′

[d̂~k,σ, d̂~k′ ,σ′ ] = 0

[d̂+
~k,σ
, d̂+

~k′ ,σ′
] = 0.

Comparing (41) with (27) and (42) with (28), we get

~a~k,σ =
eAl

Clγ~k,l
~c~k,σ (43)
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and

~b~k,σ =
eAt

Ctγ~k,t

~d~k,σ. (44)

Now, substituting ~a~k,σ and ~b~k,σ into (18) and (19), we ob-
tain the reduced form of the Hamiltonian operators Ĥl and
Ĥl which are expressed via terms of the electric fields of the
ion-wave particle:

Ĥl =
∑
~k,σ

e2A2
l

γ2
~k,l

[(
2MNc2

l k2

V +
2MNΩ2

l
V

)
~c+
~k,σ

c~k,σ−

−
(

MNc2
l k2

V
− MNΩ2

l

V

)(
~c−~k,σ~c~k,σ + ~c+

~k,σ
~c+

−~k,σ

)] (45)

and

Ĥt =
∑
~k,σ

e2A2
t

γ2
~k,l

[(
2MNc2

t k2

V +
2MNΩ2

t
V

)
~d+
~k,σ

d~k,σ−

−
(

MNc2
t k2

V
− MNΩ2

t

V

)(
~d−~k,σ ~d~k,σ + ~d+

~k,σ
~d+

−~k,σ

)]
.

(46)

To evaluate the energy levels of the operators Ĥl (45) and
Ĥt (46) within the diagonal form, we use a transformation of
the vector-Bose-operators:

~c~k,σ =

~l~k,σ + L~k~l
+

−~k,σ√
1 − L2

~k

(47)

and

~d~k,σ =

~t~k,σ + M~k
~t+−~k,σ√

1 − M2
~k

, (48)

where L~k and M~k are, respectively, the real symmetrical func-
tions of a wave vector ~k.

Consequently,

Ĥl =
∑

k<k f ,σ

ε~k,l
~l+~k,σ

~l~k,σ (49)

and

Ĥt =
∑

k<k f ,σ

ε~k,t~t
+
~k,σ
~t~k,σ (50)

at

L2
~k

=

2MNc2
l k2

V +
2MNΩ2

l
V − ε~k,l

2MNc2
l k2

V +
2MNΩ2

l
V + ε~k,l

M2
~k

=

2MNc2
t k2

V +
2MNΩ2

l
V − ε~k,t

2MNc2
t k2

V +
2MNΩ2

t
V + ε~k,t

.

Hence, we infer that the Bose-operators ~l+
~k,σ

, ~l~k,σ and ~t+
~k,σ

,
~t~k,σ are, respectively, the vector of ”creation” and the vector
of ”annihilation” operators of charged polaritons with spin 1
with the energies:

ε~k,l =
4e2ρclA2

l Ωlk

γ2
~k,l

(51)

and

ε~k,t =
4e2ρctA2

t Ωtk
γ2
~k,t

. (52)

Hence, we note that these polaritons are charged because
the Hamiltonian contains the square of charge, e2. This pic-
ture is similar to the Coulomb interaction between two
charges.

Obviously, at small wave numbers k � Ωl
cl

and k � Ωt
ct

,
these charged polaritons are presented as charged phonons
with energies:

ε~k,l ≈ ~kvl (53)

and

ε~k,t ≈ ~kvt, (54)

where vl =
4ρcle2A2

l

~M2Ω3
l

and vt =
4ρcte2A2

t

~M2Ω3
t

are, respectively, the
velocities of charged phonons with spin 1 corresponding to
the longitudinal and transverse acoustic fields. To find the
unknown constants A2

l and A2
t , we suggest that vl = cl and

vt = ct as it was presented in [1]. This suggestion leads to
the results obtained in [1] and in turn presented in Debye’s
theory. Thus, when choosing A2

l =
~M2Ω3

l
4ρe2 and A2

t =
~M2Ω3

t
4ρe2 ,

the energies of charged polaritons represent as

ε~k,l =
~Ω4

l clk(
k2c2

l −Ω2
l

)2 (55)

and

ε~k,t =
~Ω4

t ctk(
k2c2

t −Ω2
t

)2 , (56)

which at large wave numbers k � Ωl
cl

and k � Ωt
ct

, and taking
into account (24), leads to the following form for the energies
of charged polaritons:

ε~k,l =
~k4

f cl

k3 . (57)

In fact, the stimulated vibration of ions by elastic waves
lead to the formation of the charged polaritons with spin 1.
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Thus, we predicted the existence of a new type of charged
quasiparticles in nature. On the other hand, we note that the
quantization of elastic fields is fulfilled for the new model of
metals. In analogous manner, as it was presented in [1], we
may show that the acoustic field operator does not commute
with its momentum density.
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Recently, we predicted the existence of fundamental particles in Nature, neutral Light
Particles with spin 1 and rest mass m = 1.8×10−4me, in addition to electrons, neutrons
and protons. We call these particles Light Bosons because they create electromagnetic
field which represents Planck’s gas of massless photons together with a gas of Light Par-
ticles in the condensate. Such reasoning leads to a breakdown of Stefan–Boltzmann’s
law at low temperature. On the other hand, the existence of new fundamental neutral
Light Particles leads to correction of such physical concepts as Bose-Einstein conden-
sation of photons, polaritons and exciton polaritons.

1 Introduction

First, the quantization scheme for the local electromagnetic
field in vacuum was presented by Planck in his black body
radiation studies [1]. In this context, the classical Maxwell
equations lead to appearance of the so-called ultraviolet catas-
trophe; to remove this problem, Planck proposed the model
of the electromagnetic field as an ideal Bose gas of massless
photons with spin one. However, Dirac [2] showed the Planck
photon-gas could be obtained through a quantization scheme
for the local electromagnetic field, presenting a theoretical
description of the quantization of the local electromagnetic
field in vacuum by use of a model Bose-gas of local plane
electromagnetic waves propagating by speed c in vacuum.

In a different way, in regard to Plank and Dirac’s mod-
els, we consider the structure of the electromagnetic field [3]
as a non-ideal gas consisting of N neutral Light Bose Par-
ticles with spin 1 and finite mass m, confined in a box of
volume V . The form of potential interaction between Light
Particles is defined by introduction of the principle of wave-
particle duality of de Broglie [4] and principle of gauge in-
variance. In this respect, a non-ideal Bose-gas consisting
of Light Particles with spin 1 and non-zero rest mass is de-
scribed by Planck’s gas of massless photons together with a
gas consisting of Light Particles in the condensate. In this
context, we defined the Light Particle by the model of hard
sphere particles [5]. Such definition of Light Particles leads
to cutting off the spectrum of the electromagnetic wave by
the boundary wave number k0 =

mc
~

or boundary frequency
ωγ = 1018 Hz of gamma radiation at the value of the rest
mass of the Light Particle m = 1.8 × 10−4me. On the other
hand, the existence of the boundary wave number k0 =

mc
~

for the electromagnetic field in vacuum is connected with the
characteristic length of the interaction between two neighbor-
ing Light Bosons in the coordinate space with the minimal
distance d = 1

k0
= ~

mc = 2×10−9m. This reasoning determines
the density of Light Bosons N

V as N
V =

3
4πd3 = 0.3×1026m−3.

It is well known that Stefan-Boltzmann’s law [6] for ther-
mal radiation, presented by Planck’s formula [1], determines

the average energy density U
V as

U
V
=

2
V

∑
0≤k<∞

~kc~i+
~k
~i~k = σT 4, (1)

where ~ is the Planck constant; σ is the Stefan-Boltzmann
constant;~i+

~k
~i~k is the average number of photons with the wave

vector ~k at the temperature T :

~i+
~k
~i~k =

1

e
~kc
kT − 1

. (2)

Obviously, at T = 0, the average energy density vanishes in
Eq.(1), i.e. U

V = 0, which follows from Stefan-Boltzmann’s
law.

However, as we show, the existence of the predicted Light
Particles breaks Stefan-Boltzmann’s law for black body radi-
ation at low temperature.

2 Breakdown of Stefan-Boltzmann’s law

Now, we consider the results of letter [3], where the average
energy density of black radiation U

V is represented as:

U
V
=

mc2N0,T

V
+

2
V

∑
0≤k<k0

~kc~i+
~k
~i~k, (3)

where mc2N0,T

V is a new term, in regard to Plank’s formula (1),
which determines the energy density of Light Particles in the
condensate; N0,T

V is the density of Light Particles in the con-
densate.

In this respect, the equation for the density of Light Parti-
cles in the condensate N0,T

V represents as

N0,T

V
=

N
V
− 1

V

∑
0<k<k0

L2
~k

1 − L2
~k

− 1
V

∑
0<k<k0

1 + L2
~k

1 − L2
~k

~i+
~k
~i~k (4)

with the real symmetrical function L~k from the wave vector ~k:
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L2
~k
=

~2k2

2m +
mc2

2 − ~kc
~2k2

2m +
mc2

2 + ~kc
. (5)

Our calculation shows that at absolute zero the value of
~i+
~k
~i~k = 0, and therefore the average energy density of black

radiation U
V reduces to

U
V
=

mc2N0,T=0

V
=

mc2N
V
− m4c5B(2, 3)

4π2~3 ≈ mc2N
V
, (6)

where B(2, 3) =
∫ 1

0 x(1 − x)2dx = 0.1 is the beta function.
Thus, the average energy density of black radiation U

V is
a constant at absolute zero. In fact, there is a breakdown of
Stefan-Boltzmann’s law for thermal radiation.

In conclusion, it should be also noted that Light Bosons
in vacuum create photons, while Light Bosons in a homoge-
neous medium generate the so-called polaritons. This fact
implies that photons and polaritons are quasiparticles, there-
fore, Bose-Einstein condensation of photons [7], polaritons
[8] and exciton polaritons [9] has no physical sense.
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The Point Mass Concept

Bo Lehnert
Alfvén Laboratory, Royal Institute of Technology, SE–10044 Stockholm, Sweden. E-mail: Bo.Lehnert@ee.kth.se

A point-mass concept has been elaborated from the equations of the gravitational
field. One application of these deductions results in a black hole configuration of the
Schwarzschild type, having no electric charge and no angular momentum. The critical
mass of a gravitational collapse with respect to the nuclear binding energy is found to be
in the range of 0.4 to 90 solar masses. A second application is connected with the spec-
ulation about an extended symmetric law of gravitation, based on the options of positive
and negative mass for a particle at given positive energy. This would make masses of
equal polarity attract each other, while masses of opposite polarity repel each other.
Matter and antimatter are further proposed to be associated with the states of positive
and negative mass. Under fully symmetric conditions this could provide a mechanism
for the separation of antimatter from matter at an early stage of the universe.

1 Introduction

In connection with an earlier elaborated revised quantum-
electrodynamic theory, a revised renormalisation procedure
has been developed to solve the problem of infinite self-
energy of the point-charge-like electron [1, 2]. In the present
investigation an analogous procedure is applied to the basic
equations of gravitation, to formulate a corresponding point
mass concept. Two applications result from such a treatment.
The first concerns the special Schwarzschild case of a black
hole with its critical limit of gravitational collapse. The sec-
ond application is represented by the speculation about an ex-
tended form of the gravitation law, in which full symmetry is
obtained by including both positive and negative mass con-
cepts. This further leads to the question whether such con-
cepts could have their correspondence in matter and antimat-
ter, and in their mutual separation.

2 The conventional law of gravitation

In this investigation the analysis is limited to the steady case
of spherical symmetry, in a corresponding frame where r is
the only independent variable.

2.1 Basic equations

Following Bergmann [3], a steady gravitational field strength

g = −∇φ (1)

is considered which originates from the potential φ (r). The
source of the field strength is a mass density ρ related to g by

−div g = 4πGρ = ∇2φ =
1
r2

d
dr

(
r2 dφ

dr

)
, (2)

where G = 6.6726× 10−11 m3kg−1s−2 is the constant of gravi-
tation in SI units. The associated force density becomes

f = ρ g . (3)

In the conventional interpretation there only exists a posi-
tive mass density ρ> 0. This makes in a way the gravitational
field asymmetric, as compared to the electrostatic field which
includes both polarities of electric charge density.

A complete form of the potential φ would consist of a se-
ries of both positive and negative powers of r, but the present
analysis will be restricted and simplified by studying each
power separately, in the form

φ (r) = φ0

(
r
r0

)α
. (4)

Here φ0 is a constant, r0 represents a characteristic dimension
and α is a positive or negative integer. Equation (2) yields

4πGρ =
φ0

rα0
α (α + 1) rα−2 > 0 . (5)

When limiting the investigations by the condition ρ> 0, the
cases α= 0 and α=−1 have to be excluded, leaving the re-
gimes of positive α= (1, 2, . . .) and negative α= (−2,−3, . . .)
to be considered for positive values of φ0.

2.2 Point mass formation

For reasons to become clear from the deductions which fol-
low, we now study a spherical configuration in which the
mass density ρ is zero within an inner hollow region 06 r6 ri,
and where ρ> 0 in the outer region r> ri. From relation (5)
the total integrated mass P (r) inside the radius r then be-
comes

P (r) =

r∫

0

ρ 4πr2dr =
1
G
φ0

rα0
α
(
rα+1− rα+1

i

)
> 0 (6)

with a resulting local field strength g = (g, 0, 0) given by

g (r) = −G
P (r)

r2 = −φ0

rα0

α

r2

(
rα+1− rα+1

i

)
< 0 (7)
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and a local force density f = ( f , 0, 0) where

f (r) = − 1
4πG

φ0

rα0

2

α2 (α + 1) rα−4
(
rα+1− rα+1

i

)
< 0 . (8)

Here all (P, g, f ) refer to the range r> ri, and φ0 > 0.
A distinction is further made between the two regimes of

positive and negative α:

• When α= (1, 2, . . .) of a convergent potential (4), this
hollow configuration has an integrated mass (6) which
increases monotonically with r, from zero at r = ri to
large values. This behaviour is the same for a vanishing
ri and does not lead to a point-like mass at small ri.

• When α= (−2,−3, . . .) of a divergent potential (4), the
hollow configuration leads to a point-mass-like geome-
try at small ri. This is similar to a point-charge-like ge-
ometry earlier treated in a model of the electron [1, 2],
and will be considered in the following analysis.

2.3 The renormalised point mass

In the range α6−2 expressions (6)–(8) are preferably cast
into a form with γ=−α> 2 where

P (r) =
1
G

(
φ0rγ0

)
γ
(
r−γ+1

i − r−γ+1
)
> 0 , (9)

g (r) = −
(
φ0rγ0

) γ
r2

(
r−γ+1

i − r−γ+1
)
< 0 , (10)

f (r) =− 1
4πG

(
φ0rγ0

)2
γ2 (γ−1) r−γ−4

(
r−γ+1

i −r−γ+1
)
< 0. (11)

Here an erroneous result would be obtained if the terms in-
cluding ri are dropped and the hollow configuration is aban-
doned. Due to eqs. (9)–(11) this would namely result in a
negative mass P, a positive field strength g, and a repulsive
local gravitational force density f .

The radius ri of the hollow inner region is now made to
approach zero. The total integrated mass of eq. (9) is then
concentrated to an infinitesimally small layer. Applying a re-
vised renormalisation procedure in analogy with an earlier
scheme [1,2], we “shrink” the combined parameters φ0rγ0 and
rγ−1

i in such a way that

φ0rγ0 = cφr · ε rγ−1
i = ci · ε 0 < ε � 1 , (12)

where ε is a smallness parameter and cφr and ci are positive
constants. A further introduction of

P0 ≡ 1
G
γ cφr

ci
(13)

results in P (r) = 0 for r6 ri and

P (r) = P0

[
1 −

( ri

r

)γ−1
]

r > ri . (14)

In the limit ε→ 0 and ri→ 0 there is then a point mass P0 at
the origin. This mass generates a field strength

g (r) = −G
P0

r2 (15)

at the distance r according to equations (10), (12) and (13).
With another point mass P1 at the distance r, there is a mutual
attraction force

F01 = P1g (r) = −G
P0P1

r2 , (16)

which is identical with the gravitation law for two point
masses.

To further elucidate the result of eqs. (12)-(16) it is first
observed that, in the conventional renormalisation procedure,
the divergent behaviour of an infinite self-energy is outbal-
anced by adding extra infinite ad-hoc counter-terms to the
Lagrangian, to obtain a finite difference between two “infini-
ties”. Even if such a procedure has been successful, however,
it does not appear to be quite acceptable from the logical and
physical points of view. The present revised procedure rep-
resented by expressions (12) implies on the other hand that
the “infinity” of the divergent potential φ0 at a shrinking ra-
dius ri is instead outbalanced by the “zeros” of the inherent
shrinking counter-factors cφr · ε and ci · ε.

3 A black hole of Schwarzschild type

A star which collapses into a black hole under the compres-
sive action of its own gravitational field is a subject of ever
increasing interest. In its most generalized form the physics
of the black hole includes both gravitational and electromag-
netic fields as well as problems of General Relativity, to ac-
count for its mass, net electric charge, and its intrinsic angular
momentum. The associated theoretical analysis and related
astronomical observations have been extensively described
in a review by Misner, Thorne and Wheeler [4] among oth-
ers. Here the analysis of the previous section will be applied
to the far more simplified special case by Schwarzschild, in
which there is no electric charge and no angular momentum.
Thereby it has also to be noticed that no black hole in the
universe has a substantial electric charge [4].

3.1 The inward directed gravitational pressure

From eq. (11) is seen that the inward directed local force den-
sity is zero for r6 ri, increases with r to a maximum within a
thin shell, and finally drops to zero at large r. The integrated
inward directed gravitational pressure on this shell thus be-
comes

p =

∞∫

0

f dr = − G
8π

(γ − 1)2

(γ + 1) (γ + 3)
P2

0

r4
i

(17)

in the limit of small ε and ri.
When this pressure becomes comparable to the relevant

energy density of the compressed matter, a corresponding
gravitational collapse is expected to occur.
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3.2 Gravitational collapse of the nuclear binding forces

Here we consider the limit at which matter is compressed into
a body of densely packed nucleons, and when the pressure of
eq. (17) tends to exceed the energy density of the nucleon
binding energy. The radius of a nucleus is [5]

rN = 1.5 × 10−15A1/2 [m], (18)

where A is the mass number. A densely packed sphere of N
nuclei has the volume

VN =
4
3
πNr3

N =
4
3
πr3

eq , (19)

where req is the equivalent radius of the sphere. The total
binding energy of a nucleus is further conceived as the work
required to completely dissociate it into its component nucle-
ons. This energy is about 8 MeV per nucleon [5, 6]. With A
nucleons per nucleus, the total binding energy of a body of N
nuclei thus becomes

WN = NAwN , (20)

where wN = 8 MeV = 1.28× 10−12 J. The equivalent binding
energy density of the body is then

pN =
WN

VN
=

3
4

AwN

π r3
N

= 0.907 × 1032A−1/2 [J ×m−3]. (21)

The shell-like region of gravitational pressure has a force
density (11) which reaches its maximum at the radius

rm = ri

(
2γ + 3
γ + 4

)1/(γ−1)

(22)

being only a little larger than ri. This implies that the radius
req of eq. (19) is roughly equal to ri and

ri � rN N1/3. (23)

With N nuclei of the mass Amp and mp as the proton mass,
the total mass becomes

P0 = NAmp , (24)

which yields

ri � rN

(
P0

Amp

)1/3

= 1.26 × 10−6A1/6P1/3
0 [m]. (25)

This result finally combines with eq. (17) to an equivalent
gravitational pressure

p = −1.1 × 1012 (γ − 1)2

(γ + 1) (γ + 3)
A−2/3P2/3

0 [J ×m−3]. (26)

For a gravitational collapse defined by −p> pN the point mass
P0 then has to exceed the critical limit

P0c � 7.5 × 1029
[
(γ + 1) (γ + 3)

(γ − 1)2

]3/2

A1/4 [kg]. (27)

For γ> 2 and 16 A6 250, the critical mass would then be
found in the range of about 0.46 P0c 6 90 solar masses of
about 1.98 × 1030 kg.

4 Speculations about a generalized law of gravitation

The Coulomb law of interaction between electrically charged
bodies is symmetric in the sense that it includes both polari-
ties of charge and attractive as well as repulsive forces. The
classical Newtonian law of gravitation includes on the other
hand only one polarity of mass and only attractive forces. In
fact, this asymmetry does not come out as a necessity from
the basic equations (1)–(3) of a curl-free gravitational field
strength. The question could therefore be raised whether a
more general and symmetric law of gravitation could be de-
duced from the same equations, and whether this could have
a relevant physical interpretation.

4.1 Mass polarity

In relativistic mechanics the momentum p of a particle with
the velocity u and rest mass m0 becomes [7]

p = m0u
[
1 −

(u
c

)2
]−1/2

. (28)

With the energy E of the particle, the Lorentz invariance fur-
ther leads to the relation

p2 − E2

c2 = −m2
0c2, (29)

where p2 = p2 and u2 = u2. Equations (28) and (29) yield

E2 = m2
0c4

[
1 −

(u
c

)2
]−1

≡ m2c4, (30)

leading in principle to two roots

E = ±mc2. (31)

In this investigation the discussion is limited to a positive en-
ergy E, resulting in positive and negative gravitational masses

m = ± E
c2 E > 0 . (32)

This interpretation differs from that of the negative energy
states of positrons proposed in the “hole” theory by Dirac [8]
corresponding to the plus sign in eq. (31) and where both E
and m are negative.

4.2 An extended law of gravitation

With the possibility of negative gravitational masses in mind,
we now return to the potential φ of equations (1) and (4)
where the amplitude factor φ0 can now adopt both positive
and negative values, as defined by the notation φ0+ > 0 and
φ0− < 0, and where corresponding subscripts are introduced
for (P, g, f , P0) of eqs. (9)–(11) and (13). Then P+ > 0, P− < 0,
P0+ > 0, P0− < 0, g+ < 0, g− > 0, but f+ < 0 and f− < 0 always
represent an attraction force due to the quadratic dependence
on φ0 in eq. (11). With P1+ or P1− as an additional point mass
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at the distance r from P0+ or P0−, there is then an extended
form of the law (16), as represented by the forces

P1+g+ = −G
P0+P1+

r2 = P1−g− = −G
P0−P1−

r2 , (33)

P1+g− = G
P0−P1+

r2 = P1−g+ = G
P0−P1+

r2 . (34)

These relations are symmetric in the gravitational force inter-
actions, where masses of equal polarity attract each other, and
masses of opposite polarity repel each other. It would imply
that the interactions in a universe consisting entirely of neg-
ative masses would become the same as those in a universe
consisting entirely of positive masses. In this way specific
mass polarity could, in fact, become a matter of definition.

4.3 A possible rôle of antimatter

At this point the further question may be raised whether the
states of positive and negative mass could be associated with
those of matter and antimatter, respectively. A number of
points become related to such a proposal.

The first point concerns an experimental test of the re-
pulsive behaviour due to eq. (34). If an electrically neutral
beam of anti-matter, such as of antihydrogen atoms, could be
formed in a horizontal direction, such a beam would be de-
flected upwards if consisting of negative mass. However, the
deflection is expected to be small and difficult to measure.

A model has earlier been elaborated for a particle with el-
ementary charge, being symmetric in its applications to the
electron and the positron [1, 2]. The model includes an elec-
tric charge q0, a rest mass m0, and an angular momentum s0
of the particle. The corresponding relations between included
parameters are easily seen to be consistent with electron-
positron pair formation in which q0 =−e, m0 = +E/c2 and
s0 = +h/4π for the electron and q0 = +e, m0 =−E/c2 and
s0 = +h/4π for the positron when the formation is due to a
photon of spin +h/2π. The energy of the photon is then at
least equal to 2E where the electron and the photon both have
positive energies E.

The energy of photons and their electromagnetic radia-
tion field also have to be regarded as an equivalent mass due
to Einstein’s mass-energy relation. This raises the additional
question whether full symmetry also requires the photon to
have a positive or negative gravitational mass, as given by

mν = ±hν
c2 . (35)

If equal proportions of matter and antimatter would have
been formed at an early stage of the universe, the repulsive
gravitational force between their positive and negative masses
could provide a mechanism which expels antimatter from
matter and vice versa, also under fully symmetric conditions.
Such a mechanism can become important even if the gravita-
tional forces are much weaker than the electrostatic ones, be-

cause matter and antimatter are expected to appear as electri-
cally quasi-neutral cosmical plasmas. The final result would
come out to be separate universes of matter and antimatter.

In a theory on the metagalaxy, Alfvén and Klein [9] have
earlier suggested that there should exist limited regions in our
universe which contain matter or antimatter, and being sepa-
rated by thin boundary layers within which annihilation reac-
tions take place. A simplified model of such layers has been
established in which the matter-antimatter “ambiplasma” is
immersed in a unidirectional magnetic field [10]. The sep-
aration of the cells of matter from those of antimatter by a
confining magnetic field geometry in three spatial directions
is, however, a problem of at least the same complication as
that of a magnetically confined fusion reactor.

5 Conclusions

From the conventional equations of the gravitational field, the
point-mass concept has in this investigation been elaborated
in terms of a revised renormalisation procedure. In a first
application a black hole configuration of the Schwarzschild
type has been studied, in which there is no electric charge and
no angular momentum. A gravitational collapse in respect to
the nuclear binding energy is then found to occur at a critical
point mass in the range of about 0.4 to 90 solar masses. This
result becomes modified if the collapse is related to other re-
strictions such as to the formation of “primordial black holes”
growing by the accretion of radiation and matter [4], or to
phenomena such as a strong centrifugal force.

A second application is represented by the speculation
about an extended law of gravitation, based on the options
of positive and negative mass of a particle at a given posi-
tive energy, and on the basic equations for a curl-free gravi-
tational fieldstrength. This would lead to a fully symmetric
law due to which masses of equal polarity attract each other,
and masses of opposite polarity repel each other. A further
proposal is made to associate matter and antimatter with the
states of positive and negative mass. Even under fully sym-
metric conditions, this provides a mechanism for separating
antimatter from matter at an early stage of development of the
universe.

After the completion of this work, the author has been
informed of a hypothesis with negative mass by Choi [11],
having some points in common with the present paper.
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The emergence or formation of leptons from particles composed of quarks is still re-
mained very poorly understood. In this paper, we propose that leptons are formed by
quark-antiquark annihilations. There are two types of quark-antiquark annihilations.
Type-I quark-antiquark annihilation annihilates only color charges, which is an incom-
plete annihilation and forms structureless and colorless but electrically charged leptons
such as electron, muon, and tau particles. Type-II quark-antiquark annihilation an-
nihilates both electric and color charges, which is a complete annihilation and forms
structureless, colorless, and electrically neutral leptons such as electron, muon, and tau
neutrinos. Analyzing these two types of annihilations between up and down quarks and
antiquarks with an excited quantum state for each of them, we predict the fourth gener-
ation of leptons named lambda particle and neutrino. On the contrary quark-antiquark
annihilation, a lepton particle or neutrino, when it collides, can be disintegrated into
a quark-antiquark pair. The disintegrated quark-antiquark pair, if it is excited and/or
changed in flavor during the collision, will annihilate into another type of lepton par-
ticle or neutrino. This quark-antiquark annihilation and pair production scenario pro-
vides unique understanding for the formation of leptons, predicts the fourth generation
of leptons, and explains the oscillation of neutrinos without hurting the standard model
of particle physics. With this scenario, we can understand the recent OPERA measure-
ment of a tau particle in a muon neutrino beam as well as the early measurements of
muon particles in electron neutrino beams.

1 Introduction

Elementary particles can be categorized into hadrons and lep-
tons in accord with whether they participate in the strong in-
teraction or not. Hadrons participate in the strong interaction,
while leptons do not. All hadrons are composites of quarks
[1-3]. There are six types of quarks denoted as six different
flavors: up, down, charm, strange, top, and bottom, which
are usually grouped into three generations: {u, d}, {c, s}, {t, b}.
Color charge is a fundamental property of quarks, which has
analogies with the notion of electric charge of particles. There
are three varieties of color charges: red, green, and blue. An
antiquark’s color is antired, antigreen, or antiblue. Quarks
and antiquarks also hold electric charges but they are frac-
tional, ±e/3 or ±2e/3, where e = 1.6 × 10−19 C is the charge
of proton.

There are also six types of leptons discovered so far,
which are electron, muon, and tau particles and their cor-
responding neutrinos. These six types of leptons are also
grouped into three generations: {e−, νe}, {µ−, νµ}, {τ−, ντ}. The
antiparticles of the charged leptons have positive charges. It
is inappropriate to correspond the three generations of lep-
tons to the three generations of quarks because all these three
generations of leptons are formed or produced directly in as-
sociation with only the first generation of quarks. We are still
unsure that how leptons form and whether the fourth genera-

tion of leptons exists or not [4-8].
In this paper, we propose that leptons, including the fourth

generation, are formed by quark-antiquark annihilations.
Electrically charged leptons are formed when the color
charges of quarks and antiquarks with different flavors are
annihilated, while neutrinos are formed when both the elec-
tric and color charges of quarks and antiquarks with the same
flavor are annihilated. We also suggest that quarks and anti-
quarks can be produced in pairs from disintegrations of lep-
tons. This quark-antiquark annihilation and pair production
model predicts the fourth generation of leptons and explains
the measurements of neutrino oscillations.

2 Quark Annihilation and Lepton Formation

Quark-antiquark annihilation is widely interested in particle
physics [9-13]. A quark and an antiquark may annihilate
to form a lepton. There are two possible types of quark-
antiquark annihilations. Type-I quark-antiquark annihilation
only annihilates their color charges. It is an incomplete anni-
hilation usually occurred between different flavor quark and
antiquark and forms structureless and colorless but electri-
cally charged leptons such as e−, e+ , µ−, µ+, τ−, and τ+.
Type-II quark-antiquark annihilation annihilates both electric
and color charges. It is a complete annihilation usually oc-
curred between same flavor quark and antiquark and forms
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Fig. 1: Formation of the four generations of leptons by annihilations
of up and down quarks and antiquarks with an excited quantum state.

structureless, colorless, and electrically neutral leptons such
as νe, ν̄e, νµ, ν̄µ, ντ, and ν̄τ.

Mesons are quark-antiquark mixtures without annihilat-
ing their charges. For instance, the meson pion π+ is a mix-
ture of one up quark and one down antiquark. Meson’s color
charges are not annihilated and thus participate in the strong
interaction. Leptons do not participate in the strong inter-
action because their color charges are annihilated. Particles
formed from annihilations do not have structure such as γ-
rays formed from particle-antiparticle annihilation. A baryon
is a mixture of three quarks such as that a proton is composed
of two up quarks and one down quark and that a neutron is
composed of one up quark and two down quarks.

Recently, Zhang [14-15] considered the electric and color
charges of quarks and antiquarks as two forms of imaginary
energy in analogy with mass as a form of real energy and de-
veloped a classical unification theory that unifies all natural
fundamental interactions with four natural fundamental ele-
ments, which are radiation, mass, electric charge, and color
charge. According to this consideration, the type-I quark-
antiquark annihilation cancels only the color imaginary en-
ergies of a quark and a different flavor antiquark, while the
type-II quark-antiquark annihilation cancels both the electric
and color imaginary energies of a quark and a same flavor
antiquark.

Figure 1 is a schematic diagram that shows formations
of four generations of leptons from annihilations of up and
down quarks and antiquarks with one excited quantum state
for each of them. The existence of quark excited states,
though not yet directly discovered, has been investigated over
three decades [16-18]. That ρ+ is also a mixture of one up

Quarks u0 d0 u1 d1

ū0 νe, ν̄e e− - τ−

d̄0 e+ νµ, ν̄µ µ+ -
ū1 - µ− ντ, ν̄τ λ−

d̄1 τ+ - λ+ νλ, ν̄λ

Table 1: The up and down quarks and antiquarks in ground and
excited quantum states and four generations of leptons

quark and one down antiquark but has more mass than π+ and
many similar examples strongly support that quarks and anti-
quarks have excited states. In Figure 1, the subscript ’0’ de-
notes the ground state and ’1’ denotes the excited state. The
higher excited states are not considered in this study. The
dashed arrow lines refer to type-I annihilations of quarks and
antiquarks that form electrically charged leptons, while the
solid arrow lines refer to type-II annihilations of quarks and
antiquarks that form colorless and electrically neutral leptons.
These annihilations of quarks and antiquarks and formations
of leptons can also be represented in Table 1.

The first generation of leptons is formed by annihilations
between the ground state up, ground state antiup, ground state
down, and ground state antidown quarks (see the red arrow
lines of Figure 1). The up quark u0 and the antiup quark ū0
completely annihilate into an electron neutrino νe or an elec-
tron antineutrino ν̄e. The antiup quark ū0 and the down quark
d0 incompletely annihilate into an electron e−. The up quark
u0 and the antidown quark d̄0 incompletely annihilate into a
positron e+.

The second generation of leptons are formed by annihila-
tions between the ground state down, ground state antidown,
excited up, and excited antiup quarks (see the blue arrow lines
of Figure 1). The down quark d0 and the antidown quark d̄0
completely annihilate into a muon neutrino νµ or an antimuon
neutrino ν̄µ. The antiup quark ū1 and the down quark d0 in-
completely annihilate into a negative muon µ−. The up quark
u1 and the antidown quark d̄0 incompletely annihilate into a
positive muon µ+.

The third generation of leptons are formed by annihila-
tions between the ground state up, excited up, ground state
antiup, excited antiup, excited down, and excited antidown
quarks (see the green lines of Figure 1). The up quark u1 and
the antiup quark ū1 completely annihilate into a tau neutrino
ντ or a tau antineutrino ν̄τ. The antiup quark ū0 and the down
quark d1 incompletely annihilate into a negative tau τ−. The
up quark u0 and the antidown quark d̄1 incompletely annihi-
late into a positive tau τ+.

The fourth generation of leptons are formed by annihila-
tions between excited up, excited antiup, excited down, and
excited antidown quarks (see the purple lines of Figure 1).
The down quark d1 and the antidown quark d̄1 completely an-
nihilate into a lambda neutrino νλ or a lambda antineutrino
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Fig. 2: Formation of the first generation of leptons: (a) e− and ν̄e

through beta decay and (b) e+ and νe through positron emission.

ν̄λ. The antiup quark ū1 and the down quark d1 incompletely
annihilate into a negative lambda λ−. The up quark u1 and
the antidown quark d̄1 incompletely annihilate into a positive
lambda λ+.

3 Quark Pair Production and Lepton Disintegration

The first generation of leptons can be produced through the
beta decay of a neutron, n −→ p + e− + ν̄e (Figure 2a), and
the positron emission of a proton, energy + p −→ n + e+ + νe

(Figure 2b).
In the beta decay, an excited down quark in the neutron

degenerates into a ground state down quark and an excited up
and antiup quark pair, d1 −→ d0 + (u1ū1). The excited antiup
quark further degenerates into a ground state up quark and a
ground state up and antiup quark pair, ū1 −→ ū0 + (u0ū0). The
ground state antiup quark incompletely annihilates with the
ground state down quark into an electron, ū0 +d0 −→ e−. The
ground state up and antiup quark pair completely annihilates
into an electron antineutrino, u0 + ū0 −→ ν̄e.

In the positron emission, an excited up quark in the posi-
tron after absorbing a certain amount of energy degenerates
into a ground state up quark and produces an excited state
down and antidown quark pair, energy + u1 −→ u0 + (d1d̄1).
The excited antidown quark further degenerates into a ground
state antidown quark and produces a ground state up and an-
tiup quark pair, d̄1 −→ d̄0 + (u0ū0). The ground state up
quark incompletely annihilates with the ground state anti-

Fig. 3: Production of other three electrically charged leptons from
an energetic electron-positron collision. In the collision, electron
and positron are first disintegrated into quark-antiquark pairs, which
are then excited and annihilated into other generations of electrically
charge leptons.

down quark to form a positron, u0 + d̄0 −→ e+. The ground
state up and antiup quark pair completely annihilates into an
electron neutrino, u0 + ū0 −→ νe.

The other three generations of electrically charged leptons
can be produced by an energetic electron-positron collision,

energy + e− + e+ −→

µ− + µ+

τ− + τ+

λ− + λ+

, (1)

as also shown in Figure 3. In the particle physics, it has been
experimentally shown that the energetic electron-positron
collision can produce (µ−, µ+) and (τ−, τ+). But how the
electron-positron collisions produce µ and τ leptons is still
remained very poorly understood.

With the quark annihilation and pair production model
proposed in this paper, we can understand why an electron-
positron can produce µ and τ particles. In addition, we predict
the existence of the fourth generation of leptons, λ particle
and neutrino. The energetic electron-positron collision disin-
tegrates the electron into a ground state antiup-down
quark pair e− −→ (ū0d0) and the positron into a ground state
up-antidown quark pair e+ −→ (u0d̄0). During the collision,
the quarks and antiquarks in the disintegrated electron and
positron quark-antiquark pairs absorb energy and become ex-
cited. The excited quark-antiquark pairs incompletely anni-
hilate into another generation of electrically charged leptons.

There are three possible excitation patterns, which lead to
three generations of leptons from the electron-positron colli-
sion. If the antiup quark in the disintegrated electron quark-
antiquark pair and the up quark in the disintegrated positron
quark-antiquark pair are excited, then the annihilations pro-
duce leptons µ− and µ+. If the down quark in the disinte-
grated electron quark-antiquark pair and the antidown quark
in the disintegrated positron quark-antiquark pair are excited,
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then the annihilations produce leptons τ− and τ+. If both the
antiup and down quarks in the disintegrated electron quark-
antiquark pair and both the up and antidown quarks in the
disintegrated positron quark-antiquark pair are excited, the
annihilations produce the leptons λ− and λ+. An electron-
positron collision in a different energy level produces a dif-
ferent generation of electrically charged leptons. To produce
the λ particles, a more energetic electron-positron collision is
required than µ and τ lepton productions. On the other hand,
the electron and positron, if they are not disintegrated into
quark-antiquark pairs during the collision, can directly anni-
hilate into photons. The disintegrated electron and positron
quark-antiquark pairs, if they are excited but not annihilated,
can form the weak particles W− and W+.

A quark or antiquark can be excited when it absorbs en-
ergy or captures a photon. An excited quark or antiquark can
degenerate into its corresponding ground state quark or an-
tiquark after it releases a photon and/or one or more quark-
antiquark pairs. The decays of these three generations of elec-
trically charged leptons (µ, τ, and λ particles) can produce
their corresponding neutrinos through degenerations and an-
nihilations of quarks and antiquarks.

The currently discovered three generations of leptons in-
cluding the fourth generation predicted in this paper are
formed through the annihilations of the up and down quarks
and antiquarks with an excited state. All these leptons are cor-
responding to or associated with the first generation of quarks
and antiquarks. Considering the annihilations of other four
flavor quarks and antiquarks, we can have many other types of
leptons that are corresponding to the second and third genera-
tions of quarks and antiquarks. These leptons must be hardly
generated and observed because a higher energy is required
[4].

4 Quark Annihilation and Pair Production: Neutrino
Oscillation

The complete (or type-II) annihilation between a quark and
its corresponding antiquark forms a colorless and electrically
neutral neutrino. On the contrary quark-antiquark annihila-
tion, a neutrino, when it collides with a nucleon, may be
disintegrated into a quark-antiquark pair. The disintegrated
quark-antiquark pairs can be excited if it absorbs energy (e.g.,
γ + u0 −→ u1) and changed in flavor if it exchanges a weak
particle (e.g., u0 + W− −→ d0) during the disintegration. The
excited and/or flavor changed quark-antiquark pair then ei-
ther annihilates into another type of neutrino or interacts with
the nucleon to form hadrons and electrically charged leptons.
This provides a possible explanation for neutrino oscillations
[19-20]. This scenario of neutrino oscillations does not need
neutrinos to have mass and thus does not conflict with the
standard model of particle physics.

Figure 4 and 5 show all possible oscillations among the
four types of neutrinos. An electron neutrino can oscillate

Fig. 4: Neutrino oscillations. (a) Oscillation between electron and
tau neutrinos. (b) Oscillation between electron and muon neutrinos.
(c) Oscillation between electron and lambda neutrinos.

into a tau neutrino if the disintegrated quark-antiquark pair
(u0ū0) is excited into (u1ū1) (Figure 4a), a muon neutrino
if the disintegrated quark-antiquark pair (u0ū0) is changed
in flavor into (d0d̄0) (Figure 4b), and a lambda neutrino if
the disintegrated quark-antiquark pair (u0ū0) is excited into
(u1ū1) and then changed in flavor into (d1d̄1) (Figure 4c).
Similarly, A muon neutrino can oscillate into a tau neutrino
if the disintegrated quark-antiquark pair (d0d̄0) is excited and
changed in flavor into (u1ū1) (Figure 5a) and a lambda neu-
trino if the disintegrated quark-antiquark pair (d0d̄0) is ex-
cited and changed into (d1d̄1) (Figure 5b). A tau neutrino can
oscillate into a lambda neutrino if the disintegrated quark-
antiquark pair (u1ū1) is changed in flavor into (d1d̄1) (Figure
5c). All these oscillations described above are reversible pro-
cesses. The right arrows in Figures 4 and 5 denote the neu-
trino oscillations when the disintegrated quark-antiquark pair
absorbs energy to be excited or capture weak particles to be
changed in flavor. Neutrinos can also oscillate when the dis-
integrated quark-antiquark pair emits energy and/or releases
weak particles. In this cases, the right arrows in Figure 4
and 5 are replaced by left arrows and neutrinos oscillate from
heavier ones to lighter ones.

The recent OPERA experiment at the INFN’s Gran Sasso
laboratory in Italy first observed directly a tau particle in a
muon neutrino beam generated by pion and kaon decays and
sent through the Earth from CERN that is 732 km away [21-
23]. This significant result can be explained with a muon
neutrino disintegration, excitation, and interaction with a nu-
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Fig. 5: Neutrino oscillations. (a) Oscillation between muon and
lambda neutrinos. (b) Oscillation between muon and tau neutrinos.
(c) Oscillation between tau and lambda neutrinos.

cleon. Colliding with a neutron, a muon neutrino νµ is disin-
tegrated into a ground state down-antidown quark pair (d0d̄0),
which can be excited into (d1d̄1) and (u1ū1) when the flavor is
also changed. The excited down-antidown quark pair (d1d̄1)
can either completely annihilate into a lambda neutrino νλ
(Figure 5a) or interact with the neutron to generate a nega-
tive tau particle τ− when the excited antidown quark degen-
erates into a ground state antidown and a ground state up-
antiup quark pair, d̄1 −→ d̄0 + (u0ū0) (Figure 6a). As shown
in Figure 6a, the excited down quark in the neutron can in-
completely annihilate with the ground state antiup quark into
a negative tau particle τ− and the ground state antidown quark
can incompletely annihilate the ground state up quark into a
positron e+. Interacting with a proton (Figure 6b), the ex-
cited down-antidown quark pair (d1d̄1) can generate a posi-
tive tau particle τ+ when the excited up quark in the proton
degenerates into a ground state up quark and a ground state
up-antiup quark pair, u1 −→ u0 + (u0ū0). The excited antid-
own quark can incompletely annihilate with the ground state
up quark into a positive tau particle τ+ and the ground state
antiup quark can completely annihilate with the ground state
up quark into an electron neutrino νe. If the excited up quark
is not degenerated but directly annihilate with the excited an-
tidown quark, a lambda particle λ+ is produced (as shown in
Figure 3).

On the other hand, for an electron neutrino beam, collid-
ing with a nucleon, an electron neutrino νe is disintegrated
into a ground state up-antiup quark pair (u0ū0) and excited

Fig. 6: Production of tau particles by a muon neutrino beam. (a) A
negative tau particle is produced when an excited quark-antiquark
pair, which is disintegrated from a muon neutrino and excited, in-
teracts with a neutron. (b) A positive tau particle is produced when
an excited quark-antiquark pair, which is disintegrated from a muon
neutrino and excited, interacts with a proton.

into (u1ū1), which may be also from the disintegration of a
muon neutrino with the favor change. This excited up-antiup
quark-antiquark pair can either completely annihilate into a
tau neutrino as shown in Figure 1 or interact with the nucleon
to generate a muon particle (Figure 7). If the flavor is also
changed, the annihilation and interaction with nucleons will
produce the tau particles and neutrinos as shown in Figure 6
or lambda particles and neutrinos as shown in Figure 3.

Therefore, with the lepton formation and quark-antiquark
pair production model developed in this paper, we can under-
stand the recent measurement of a tau particle in a muon neu-
trino beam as well as the early measurements of muon parti-
cles in electron neutrino beams. More future experiments of
the Large Electron-Positron Collider at CERN and measure-
ments of neutrino oscillations are expected to validate this
lepton formation and quark-antiquark pair production model
and detect the fourth generation of leptons.

5 Conclusions

This paper develops a quark-antiquark annihilation and pair
production model to explain the formation of leptons and the
oscillation of neutrinos and further predict the fourth gener-
ation of leptons named as lambda particle and neutrino. It
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Fig. 7: Production of muon particles by an electron neutrino beam.
(a) A negative muon particle is produced when an excited up-antiup
quark pair, which is disintegrated from an electron neutrino and ex-
cited, interacts with a neutron. (b) A positive tau particle is produced
when an excited quark-antiquark pair, which is disintegrated from a
muon neutrino and excited, interacts with a proton.

is well known that all known or discovered leptons can be
formed or emerged from particles or hadrons that are com-
posed of only up and down quarks. This fact indicates that
leptons must be consequences of activities of the up and down
quarks and antiquarks. As quarks contain color charges, they
participate in the strong interaction. Leptons do not contain
color charges so that they do not participate in the strong in-
teraction. In this paper, we suggested that all leptons are
formed from quark-antiquark annihilations. There are two
types of quark-antiquark annihilations. Type-I quark-anti-
quark annihilation annihilates only color charges, which
forms structueless and colorless but electrically charged
leptons such as electron, muon, tau, and lambda particles.
Type-II quark-antiquark annihilation annihilates both electric
and color charges, which forms structureless, colorless, and
electrically neutral leptons such as electron, muon, tau, and
lambda neutrinos. For the two types (up and down) of quarks
and antiquarks to generate all four generation leptons from
annihilations, they must have at least one excited state. An-
alyzing these two types of annihilations between up and down
quarks and antiquarks with one excited quantum state for
each of them, we predict the formation of the fourth gener-
ation of leptons named lambda particle and lambda neutrino.
On the other hand, a lepton, when it collides with a nucleon,

can be disintegrated into a quark-antiquark pair, which can
be exited and/or changed in flavor. The quark-antiquark pair
disintegrated from a neutrino can be excited and/or changed
in flavor during the collision and then annihilate into another
type of neutrino or interact with a nucleon to form electrically
charged leptons. This quark-antiquark annihilation and pair
production model provides a possible explanation for neu-
trino oscillations without hurting the standard model of par-
ticle physics. With it, we can understand the recent OPERA
measurement of a tau particle in a muon neutrino beam as
well as the early measurements of muon particles in electron
neutrino beams.
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In this paper, we attempt to present physical vacuum as a topologically non-unitary
coherent surface. This representation follows with J. A. Wheeler’s idea about fluctuat-
ing topology, and provides a possibility to express some parameters of the unit space
element through the fundamental constants. As a result, we determined the ultimate
density of physical vacuum without use of Hubble’s constant.

The ultimate density of physical vacuum is regularly calcu-
lated through the experimentally obtained quantity — Hub-
ble’s constant. This constant follows from astronomical ob-
servations, and therefore its numerical value is under perma-
nent update. On the other hand, the ultimate density of phys-
ical vacuum can also be determined in an independent way,
through only the fundamental constants. Moreover, in the
framework of this mechanistic model, it does not matter what
we mean saying “physical vacuum”: a material substance, or
space itself.

As an initial model of the space micro-element of mat-
ter, it is reasonable to use J. A. Wheeler’s idea about fluctu-
ating topology. In particular, electric charges are considered
therein as singular points located in a three-dimensional sur-
face, and connected to each other through “wormholes” or
current tubes of the input-output (source-drain) kind in an
additional dimension, thus forming a closed contour. Is this
additional dimension really required? It is probably that the
three-dimensional space, if considered at a microscopic scale,
has really lesser number of dimensions, but is topologically
non-unitary coherent and consists of linkages [1].

The most close analogy to this model, in the scale of our
world, could be the surface of an ideal liquid, vortical struc-
tures in it and their interactions which form both relief of the
surface and sub-surface structures (vortical grids, etc.).

From the purely mechanistic point of view, this model
should not contain the electric charge as a special kind of
matter: the electric charge only manifests the degree of the
non-equilibrium state of physical vacuum; it is proportional
to the momentum of physical vacuum in its motion along the
contour of the vortical current tube. Respectively, the spin
is proportional to the angular momentum of the physical vac-
uum with respect to the longitudinal axis of the contour, while
the magnetic interaction of the conductors is analogous to the
forces acting among the current tubes.

Of course, in the framework of this model, both point and
line are means physical objects, which have specific sizes. We
assume the classical radius of the electron re as the minimal
size. This approach was already justified in determination of
the numerical value of the electron’s charge, and the constants
of radiation [2].

Thus matter itself can finally be organized with step-by-

step complication of the initial contours, and be a “woven
cloth”, which, in its turn, is deformed into the objects we ob-
serve. The objects therefore are very fractalized (upto the
micro-world scales) surfaces, which have a fractional dimen-
sion of the number almost approaching three and presuppos-
ingly equal to the number e.

The latter conclusion verifies that fact that the function
n1/n, which can be interpreted as the length of a ridge of the
unit cube (its volume is equivalent to the summary volume of
n cubes of the nth dimension), reach its maximum at exact
n = e. We can understand this result so that the world of this
dimension n = e is most convex to the other worlds.

As a result, the surface being non-deformed can logically
be interpreted as empty space, while the deformed and frac-
talized surface, i.e. the surface bearing an information about
local deformations — as substance, masses. What is about an
absolutely continuous three-dimensional body, it has not any
internal structure thus does not bear any information about its
interior (except, as probably, its own mass): such bodies do
not really exist, even in the real micro world. In other words,
the surface is material. However, being non-deformed, it does
not manifest its material properties.

It should be noted that it is impossible to discuss the real
geometry of topology of the world in the framework of this
concept. Moreover, it is quite complicate to differ the surface
from space, and space from matter, because such a step means
at least a conceivable leaving our surface, which consists our-
selves and the Universe itself. On the other hand, our model
does not require such a step.

To calculate the density of physical vacuum in the frame-
work of our suggested model, it is sufficient to determine the
square, thickness, and mass of the “smoothed” surface (non-
perturbed physical vacuum), then reduce the mass to the ul-
timate volume. To do it, we need to determine parameters of
the initial micro-element and elementary contour.

According to the assumed model, we write down the elec-
tric forces Fe and the magnetic forces Fm in the “coulomb-
less” form, where we replace the electric charge with the ul-
timate momentum of the electron mec. We obtain, for the
electric forces,

Fe =
z1 z2 (mec)2

ε0 r2 , (1)
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where z1 and z2 are the numbers of the electric charges, c is
the velocity of light, me is the electron’s mass, while ε= me

re

is a new electric constant, which is 3.23 × 10−16 kg/m and is
the linear density of the vortical tube. Respectively, for the
magnetic forces, we obtain

Fm =
z1 z2 µ0 (mec)2 L

2πr × [sec2]
, (2)

where µ0 = 1
ε0c2 is a new magnetic constant, whose numerical

value is 0.034 H−1, L is the length of the conductors of the
current (vortical tubes), while r is the distance between them.
Numerically, the electric forces (1) and the magnetic forces
(2) coincide with those calculated according to the standard
equations of electrodynamics.

Thus, the quantity inverse to the magnetic constant, is the
centrifugal force which appears due to the rotation of the vor-
tical tube’s element whose mass is me, with the velocity of
light c around the radius re. The centrifugal force is also
equivalent to the force acting among two elementary electric
charges at this radius. We note, that the latter conclusion is
the same as that W. C. Daywitt arrived at in the paper [3].

In the non-perturbed physical vacuum the electric, mag-
netic, and other forces should be compensated. In particu-
lar, proceeding from the equality of the electric and magnetic
forces, one can deduce the geometric mean value, which is a
linear parameter independent from the direction of the vorti-
cal tubes and the number of the electric charges

Rc =
√

Lr =
√

2π c × [sec] = 7.51 × 108 [m]. (3)

This fundamental length is close to the radius of the Sun
and also the sizes of many typical stars.

Thus equation (3) represents the ratio between the con-
tour’s length and the distance between the vortical tubes.
Now, assuming that the figures of the contours satisfy the for-
mula (3), we are going to calculate the total mass of physical
vacuum, which fills the Universe, and also its density.

Let the “smoothed” surface of physical vacuum has a size
of L× L, and is densely woven on the basis of parallel vortical
tubes (they have parameters L and r) which, in their turn, are
filled with the unit threads (each of the threads has a radius
equal to the radius of the electron re). Also, assume that, even
if there exist structures whose size is lesser than re, they do
not change the longitudinal density ε0. Thus, the total mass
of the surface of the thickness r, which is the mass of phys-
ical vacuum Mv (including all hidden masses), is obviously
determined by the formula

Mv =
π

4
ε0 L

L
r

(
r
re

)2

. (4)

The average density of the substance of physical vacuum
ρv is expressed through the ratio of the mass Mv to the spher-
ical volume 4

3 πL3. As a result, extending the formula of ε0

then expressing L from (3), we obtain

Mv =
π

4
ρe R4

c

r
, (5)

ρv =
3
16

ρe

(
r

Rc

)2

, (6)

where ρe is the density of the electron derived from its classi-
cal parameters, and is ρe = me

r3
e

= 4.07×1013 kg/m3.
The main substance of the Universe is hydrogen. There-

fore, it is naturally to assume r equal to the size of the stan-
dard proton-electron contour, which is the Bohr 1st radius
0.53×10−10 m.

Thus we obtain: the ultimate large length of the contour
L = 1.06×1028 m, the total mass of substance in the Universe
Mv = 1.92×1059 kg, and the ultimate density of physical vac-
uum ρv = 3.77×10−26 kg/m3 (or ρv = 3.77×10−29 g/cm3 in the
CGS units).

The calculated numerical value of the average density of
matter (physical vacuum) in the Universe is close to the mod-
ern esteems of the crucial density (the density of the Einstein-
ian vacuum).

With breaking the homogeneity of physical vacuum the
anisotropy appears in the Universe. This is subjectively per-
ceived in our world as manifestations of the pace of time, and
the preferred directions in space. It is possible to suppose
that the Universe as a whole evolutionary oscillates near its
state of equilibrium, thus deforming the vacuum medium and
creating the known forms of matter as a result. The stronger
deformation, the larger contours (the heavier elements of sub-
stance) appear. Proceeding from the fact that elements with
more than seven electron shells are unknown, we can con-
clude that the scale of the evolutionary oscillations of the Uni-
verse in the part of deformations of its own “tissue” is very
limited. This is despite, as is probably, the Universe goes
through the zero-state of equilibrium of physical vacuum dur-
ing its evolution, where all real masses approach to zero, and
the forces of gravitation — to their minimum. Here we see a
relative connexion to Mach’s principle, i.e. a dependency of
the masses of objects on the mass of the entire Universe (of
course, if meaning the mass of the entire Universe as the mass
of physical vacuum, which is much greater than the summary
mass of regular substance).

In conclusion, we suggest a supposition. Because masses
or physical objects are merely forms of the relief of the sur-
face of the vacuum medium, which can only exist if the form-
ing medium moves permanently along ordered trajectories,
in the framework of this interpretation time manifests evolu-
tion, change of objects and structures along the direction of
motion of matter they consist of. Therefore, all paradoxes
of time vanish here: the hypothetical displacement of an ob-
server toward or backward with the current of matter leads
only to his arrival at his alternative past or future; his actions
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therein cannot change his own present — his own evolving
section of the Universe.
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In this note, we present an elegant argument that P , NP by demonstrating that the
Meet-in-the-Middle algorithm must have the fastest running-time of all deterministic
and exact algorithms which solve the SUBSET-SUM problem on a classical computer.

Consider the following problem: Let A = {a1, . . . , an} be
a set of n integers and b be another integer. We want to find
a subset of A for which the sum of its elements (we shall call
this quantity a subset-sum) is equal to b (we shall call this
quantity the target integer). We shall consider the sum of the
elements of the empty set to be zero. This problem is called
the SUBSET-SUM problem [1,2]. Now consider the following
algorithm for solving the SUBSET-SUM problem:

Meet-in-the-Middle Algorithm - First, partition the set A
into two subsets, A+={a1, . . . , ad n

2 e} and A−={ad n
2 e+1, . . . , an}.

Let us define S + and S − as the sets of subset-sums of A+

and A−, respectively. Sort sets S + and b − S − in ascending
order. Compare the first elements in both of the lists. If they
match, then output the corresponding solution and stop. If
not, then compare the greater element with the next element
in the other list. Continue this process until there is a match,
in which case there is a solution, or until one of the lists runs
out of elements, in which case there is no solution.

This algorithm takes Θ(
√

2n) time, since it takes Θ(
√

2n)
steps to sort sets S + and b− S − and O(

√
2n) steps to compare

elements from the sorted lists S + and b− S −. It turns out that
no deterministic and exact algorithm with a better worst-case
running-time has ever been found since Horowitz and Sahni
discovered this algorithm in 1974 [3, 4]. In this paper, we
shall prove that it is impossible for such an algorithm to exist.

First of all, we shall assume, without loss of general-
ity, that the code of any algorithm considered in our proof
does not contain full or partial solutions to any instances of
SUBSET-SUM. This is because only finitely many such so-
lutions could be written in the code, so such a strategy would
not be helpful in speeding up the running-time of an algo-
rithm solving SUBSET-SUM when n is large. We now give a
definition:

Definition 1: We define a γ-comparison (a generalized com-
parison) between two integers, x and y, as any finite pro-
cedure that directly or indirectly determines whether or not
x = y.

For example, a finite procedure that directly compares
f (x) and f (y), where x and y are integers and f is a one-to-one
function, γ-compares the two integers x and y, since x = y if
and only if f (x) = f (y). Using this expanded definition of

compare, it is not difficult to see that the Meet-in-the-Middle
algorithm γ-compares subset-sums with the target integer un-
til it finds a subset-sum that matches the target integer. We
shall now prove two lemmas:

Lemma 2: Let x and y be integers. If x = y, then the only type
of finite procedure that is guaranteed to determine that x = y
is a γ-comparison between x and y. And if x , y, then the
only type of finite procedure that is guaranteed to determine
that x , y is a γ-comparison between x and y.

Proof: Suppose there is a finite procedure that is guaranteed
to determine that x = y, if x = y. Then if the procedure does
not determine that x = y, this implies that x , y. Hence, the
procedure always directly or indirectly determines whether
or not x = y, so the procedure is a γ-comparison between x
and y.

And suppose there is a finite procedure that is guaranteed
to determine that x , y, if x , y. Then if the procedure does
not determine that x , y, this implies that x = y. Hence, the
procedure always directly or indirectly determines whether
or not x = y, so the procedure is a γ-comparison between x
and y. �

Lemma 3: Any deterministic and exact algorithm that finds
a solution to SUBSET-SUM whenever a solution exists must
(whenever a solution exists) γ-compare the subset-sum of the
solution that it outputs with the target integer.

Proof: Let Q be a deterministic and exact algorithm that finds
a solution, {ak1 , . . . , akm }, to SUBSET-SUM whenever a solu-
tion exists. Before Q outputs this solution, it must verify that
ak1 + . . . + akm = b, since we are assuming that the code of Q
does not contain full or partial solutions to any instances of
SUBSET-SUM. (See above for an explanation.) In order for
Q to verify that ak1 + . . . + akm = b, Q must γ-compare the
subset-sum, ak1 + . . . + akm , with the target integer, b, since
a γ-comparison between ak1 + . . . + akm and b is the only
type of finite procedure that is guaranteed to determine that
ak1 + . . . + akm = b, by Lemma 2. �

As we see above, the Meet-in-the-Middle algorithm makes
use of sorted lists of subset-sums in order to obtain a faster
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worst-case running-time, Θ(
√

2n), than that of a naı̈ve brute-
force search of the set of all subset-sums, Θ(2n). The follow-
ing lemma shows that sorted lists of subset-sums are neces-
sary to achieve such an improved worst-case running-time.

Lemma 4: If a deterministic and exact algorithm that finds a
solution to SUBSET-SUM whenever a solution exists does not
make use of sorted lists of subset-sums, it must run in Ω(2n)
time in the worst-case scenario.

Proof: Let Q be a deterministic and exact algorithm that finds
a solution to SUBSET-SUM whenever a solution exists with-
out making use of sorted lists of subset-sums. By Lemma 3,
Q must (whenever a solution exists) γ-compare the subset-
sum of the solution that it outputs with the target integer. In
order for Q to avoid wasting time γ-comparing the target in-
teger with subset-sums that do not match the target integer,
Q must be able to rule out possible matches between subset-
sums and the target integer without γ-comparing these subset-
sums with the target integer.

But by Lemma 2, the only type of finite procedure that is
guaranteed to rule out a possible match between a subset-sum
and the target integer, if they do not match, is a γ-comparison.
So in the worst-case scenario, there is no way for Q to avoid
wasting time γ-comparing the target integer with subset-sums
that do not match the target integer. And since Q does not
make use of sorted lists of subset-sums like the Meet-in-the-
Middle algorithm does, its γ-comparisons between these sub-
set-sums and the target integer will not rule out possible
matches between any other subset-sums and the target integer.
Hence, in the worst-case scenario Q must γ-compare each of
the 2n subset-sums with the target integer, which takes Ω(2n)
time. �

It is now possible, using Lemma 4, to solve the problem of
finding a nontrivial lower-bound for the worst-case running-
time of a deterministic and exact algorithm that solves the
SUBSET-SUM problem:

Theorem 5: It is impossible for a deterministic and exact
algorithm that solves the SUBSET-SUM problem to have a
worst-case running-time of o(

√
2n).

Proof: Let T be the worst-case running-time of an algorithm
Q that solves SUBSET-SUM, and let M be the size of the
largest list of subset-sums that Q sorts. Since it is necessary
for Q to make use of sorted lists of subset-sums in order to
have a faster worst-case running-time than Θ(2n) by Lemma
4 and since it is possible for Q to make use of sorted lists of
size M of subset-sums to rule out at most M possible matches
of subset-sums with the target integer at a time (just as the
Meet-in-the-Middle algorithm does, with M = Θ(

√
2n)), we

have MT ≥ Θ(2n). And since creating a sorted list of size M
must take at least M units of time, we have T ≥ M ≥ 1.

Then in order to find a nontrivial lower-bound for the
worst-case running-time of an algorithm solving SUBSET-
SUM, let us minimize T subject to MT ≥ Θ(2n) and T ≥
M ≥ 1. Because the running-time of T = Θ(

√
2n) is the so-

lution to this optimization problem and because the Meet-in-
the-Middle algorithm achieves this running-time, we can con-
clude that Θ(

√
2n) is a tight lower-bound for the worst-case

running-time of any deterministic and exact algorithm which
solves SUBSET-SUM. And this conclusion implies that P ,
NP [1, 5]. �
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The Bohr orbits of the hydrogen atom and the Planck constant can be derived classically
from the Maxwell equations and the assumption that there is a variation in the electron’s
velocity about its average value [1]. The resonant nature of the circulating electron and
its induced magnetic and Faraday fields prevents a radiative collapse of the electron into
the nuclear proton. The derived Planck constant is h = 2πe2/αc, where e, α, and c are
the electronic charge, the fine structure constant, and the speed of light. The fact that
the Planck vacuum (PV) theory [2] derives the same Planck constant independently of
the above implies that the two derivations are related. The following highlights that
connection.

In the Beckmann derivation [1], the electromagnetic-field
mass and the Newtonian mass are assumed to have the same
magnitude in which case the electron’s average kinetic energy
can be expressed as(

mv2

2

)
em
+

(
mv2

2

)
n
= mv2 = mv·v = mv·λν = mvλ·ν = hν (1)

where v is the average electron velocity and v = λν is a sim-
ple kinematic relation expressing the fact that the electron’s
instantaneous velocity varies periodically at a frequency ν
over a path length equal to the wavelength λ. The constant
h (= mvλ) turns out to be the Planck constant.

The Beckmann derivation assumes with Maxwell and
those following thereafter that the magnetic and Faraday
fields are part of the electron makeup. On the other hand
the PV theory assumes that these fields constitute a reaction
of the negative-energy PV quasi-continuum to the movement
of the massive point charge (the Dirac electron). In its rest
frame the electron exerts the two-fold force [3]

e2
∗

r2 −
mc2

r
(2)

on each point r of the PV, where e∗ (= e/
√
α) is the electron’s

bare charge, e is the laboratory-observed charge, and m is the
electron mass. The vanishing of this composite force at the
radius r = rc leads to

rcmc2 = e2
∗ = c~ = e2/α, (3)

where rc is the electron’s Compton radius and ~ is the (re-
duced) Planck constant. From the introductory paragraph and
(3), the Beckmann and PV results clearly lead to the same
Planck constant ~ = e2/αc = e2

∗/c .
The Planck constant then is associated only with the bare

charge |e∗| and not the electron mass—thus the quantum the-
ory reflects the fact that, although the various elementary par-
ticles have different masses, they are associated with only one
electric charge.

The expression mvλ = h used in (1) to arrive at the total
electron kinetic energy is the de Broglie relation expressed
in simple, physically intuitive terms: the de Broglie relation
yields the product of the electron mass m, its average velocity
v, and the path length λ over which its instantaneous velocity
varies. The relativistic version of the relationship (which is
arrived at in the Appendix by assuming the vanishing of (2)
at r = rc to be a Lorentz invariant constant) is

mγv =
~

rd
=
γ~

rc/β
=
γh
λc/β

=
γh
λ

(4)

where mγv is the relativistic momentum; and λ = λc/β, where
λc is the Compton wavelength 2πrc . Thus Beckmann’s de
Broglie relation is in relativistic agreement with the PV result.

The preceding demonstrates that Bohr’s introduction of
the quantum concept in terms of an ad-hoc Planck constant
[4] can be derived from classical electromagnetism and the
assumption that the electron interacts with some type of
negative-energy vacuum state (the PV in the present case).
That the Lorentz transformation can also be derived from the
same assumptions is shown in a previous paper [5].
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Appendix: de Broglie Radius

The Dirac electron exerts two distortion forces on the collec-
tion of Planck particles constituting the degenerate PV, the
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polarization force e2
∗/r

2 and the curvature force mc2/r. The
equality of the two forces at the electron Compton radius rc

is assumed to be a fundamental property of the electron-PV
interaction. The vanishing of the force difference e2

∗/r
2
c −

mc2/rc = 0 (a Lorentz invariant constant) at the Compton
radius can be expressed as a vanishing 4-force difference ten-
sor [6]. In the primed rest frame of the electron, where these
static forces apply, this force difference ∆F′µ is

∆F′µ =
[
0, i

(
e2
∗

r2
c
− mc2

rc

)]
= [0, 0, 0, i 0] (A1)

where i =
√
−1 . Thus the vanishing of the 4-force compo-

nent ∆F′4 = 0 in (A1) is the Compton-radius result from (2)
and can be expressed in the form mc2 = e2

∗/rc = (e2
∗/c)(c/rc)

= ~ωc , where ωc ≡ c/rc = mc2/~ is the corresponding
Compton frequency.

The 4-force difference in the laboratory frame, ∆Fµ =
aµν∆F′ν = 0µ, follows from its tensor nature and the Lorentz
transformation xµ = aµν x′ν [6], where xµ = (x, y, z, ict) ,

aµν =


1 0 0 0
0 1 0 0
0 0 γ −iβγ
0 0 iβγ γ

 (A2)

γ = 1/
√

1 − β2, and µ, ν = 1, 2, 3, 4 . Thus (A1) becomes

∆Fµ =
[
0, 0, βγ

(
e2
∗

r2
c
− mc2

rc

)
, i γ

(
e2
∗

r2
c
− mc2

rc

)]

=

0, 0,  e2
∗
βγr2

d

− mc2

rd

 , i  e2
∗
γr2

L

− mc2

rL

 = [0, 0, 0, i 0] (A3)

in the laboratory frame. The equation ∆F3 = 0 from the final
two brackets yields the de Broglie relation

p =
e2
∗/c
rd
=
~

rd
(A4)

where p = mγv is the relativistic electron momentum and
rd ≡ rc/βγ is the de Broglie radius.

The equation ∆F4 = 0 from (A3) leads to the relation
p = ~/rL, where rL ≡ rc/γ is the length-contracted rc in the
ict direction. The Synge primitive quantization of flat space-
time [7] is equivalent to the force-difference transformation
in (A3): the ray trajectory of the particle in spacetime is di-
vided (quantized) into equal lengths of magnitude λc = 2πrc

(this projects back on the ‘ict’ axis as λL = 2πrL); and the de
Broglie wavelength calculated from the corresponding space-
time geometry. Thus the development in the previous para-
graphs provides a physical explanation for Synge’s space-
time quantization in terms of the two perturbations e2

∗/r
2 and

mc2/r the Dirac electron exerts on the PV.
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Earlier, the shape of histograms of the results of measurements obtained in processes of
different physical nature had been shown to be determined by cosmophysical factors [1].
Appearance of histograms of a similar shape is repeated periodically: these are the near-
a-day, near-27-days and annual periods of increased probability of the similar shapes.
There are two distinctly distinguished near-a-day periods: the sidereal-day (1,436 min-
utes) and solar-day (1,440 minutes) ones. The annual periods are represented by three
sub-periods: the “calendar” (365 average solar days), “tropical” (365 days 5 hours and
48 minutes) and “sidereal” (365 days 6 hours and 9 minutes) ones. The tropical year
period indicates that fact that histogram shape depends on the time elapsed since the
spring equinox [2]. The latter dependence is studied in more details in this work. We
demonstrate that the appearance of similar histograms is highly probable at the same
time count off from the moments of equinoxes, independent from the geographic lo-
cation where the measurements had been performed: in Pushchino, Moscow Region
(54◦ NL, 37◦ EL), and in Novolazarevskaya, Antarctic (70◦ SL, 11◦ EL). The sequence
of the changed histogram shapes observed at the spring equinoxes was found to be op-
posite to that observed at the autumnal equinoxes. As the moments of equinoxes are
defined by the cross of the celestial equator by Sun, we also studied that weather is not
the same as observed at the moments when the celestial equator was crossed by other
celestial bodies — the Moon, Venus, Mars and Mercury. Let us, for simplicity, refer
to these moments as a similar term “planetary equinoxes”. The regularities observed at
these “planetary equinoxes” had been found to be the same as in the case of true solar
equinoxes. In this article, we confine ourselves to considering the phenomenological
observations only; their theoretical interpretation is supposed to be subject of further
studies.

1 Materials and methods
A many-year monitoring of the alpha-activity of 239Pu sam-
ples (performed with devices constructed by one of the au-
thors, I. A. Rubinstein [3]) was used as a basis for this study.
Round-the-clock once-a-second measurements were made in
Pushchino, at the Institute of Theoretical and Experimental
Biophysics, Russian Academy of Sciences, and at Novolaza-
revskaya Antarctic Polar Station of the Arctic and Antarctic
Institute.

Semi-conductor detectors used were either collimator-
free or equipped with collimators limiting the beam of reg-
istered alpha-particles by a spatial angle (about 0.1 radian)
within which the particles travelled along a certain direction:
towards the Sun, Polar Star, West or East. The number of
registered alpha-particles during one-second interval was the
measured parameter. Results of the continuous once-a-
second measurements of the decay activity were stored in a
computer databank.

One-minute histograms constructed from 60 results of the
once-a-second measurements of activity were the main ob-
jects of analysis in our study. The histograms were visu-
ally compared with each other in order to estimate the re-
semblance of their shape. The estimation was made by the
method of expert judgment. This analysis was performed
with the assistance of Edwin Pozharsky’s computer program
(described in [1]) which allowed to construct histograms for
each one-minute interval in a series of measurements and, fur-
ther, to smooth and scale them, and to mirror (if needed) in
order to superimpose the histograms and visually compare
their shape. At the final step of analysis, we constructed the
distribution of the number of pairs of similar histograms ver-
sus the interval separating the histograms in each pair. Fig. 1
presents a diagram explaining three kinds of comparison of
the series of histograms.

Method A; direct alignment (parallel). These two com-
pared histogram series are aligned with each other as parallel
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Fig. 1: Boxes indicate histograms constructed for the measured ra-
dioactivity within each minute of time. Arrows connecting the boxes
indicate the direction of time separating the one-minute histograms.
The interval between the histograms, ∆, is measured in minutes or
in position numbers in the aligned series.

sequences in which the equinox moments occur at the same
place. Then each i-th histogram of one series is compared
with the number of neighboring histograms of the other se-
ries, as shown in Fig. 1, case A.

Method B; inverse alignment (anti-parallel). These two
series are aligned in the same way but the second one is re-
versed at the point of equinox. This is illustrated in Fig. 1B.

Method C; “palindrome” alignment. Two parts of the
same sequence are compared with each other. To do that, we
assume the equinox moment to be the inversion center of a
palindrome. Therefore, the second half of the sequence (fol-
lowing the center) is reversed and aligned with the first half
as shown in Fig. 1C. Then the two halves of the sequence are
compared with each other.

Fig. 2 presents an extract from the laboratory log-file to il-
lustrate what shapes are considered similar from the expert’s
viewpoint. Final results are presented as the plots of the fre-
quency of similar pairs of histograms versus the interval
(measured in minutes) separating the position of items in the
pairs (Fig. 3, e.g.).

The true equinox moments and the equivalent moments
when the Moon, Mars, Venus or Mercury intersect the celes-
tial equator (called here, by analogy, “planetary equinoxes”)
were determined by nonlinear interpolation of the data tabu-

Fig. 2: Extract from a laboratory log: pairs of similar histograms
of 239Pu alpha-activity taken at the same time count off from
the moments of Moon-2005-March-11 and Venus-2001-October-18
equinoxes. Each histogram is constructed by 60 one-second mea-
surements (total time being equal to 1 minute). The doubled figures
in upper corners of each picture specify the series number (No.1 or
No.5) and the position number of a histogram in the series. His-
tograms of Moon-2005-March-11 equinox are drawn in red and
those of Venus-2001-October-18 in blue. The data presented here
correspond to the extreme in the blue curve in Fig. 4.

lated in the annual astronomy tables [4]; the residual error of
this interpolation was much within the time resolution of our
observations.

2 Results
2.1 Comparison of the histogram series obtained at the

successive (in turn) “equinoxes”

It had been found earlier [2, 5, 6], in studying the variation
of shape of the successive sequences of histograms obtained
at vernal and autumnal equinoxes, the sequences related to
“homonymous” equinoxes (vernal-and-vernal or autumnal-
and-autumnal ones) display the similarity higher than that of
“heteronymous” equinoxes. This fact gave a hint for a hy-
pothesis that the histogram shape may depend not only on the
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Fig. 3: Total number of similar pairs of histogram as function of
time interval separating the histograms in the pair. The compared
histogram sequences were related to the successive (neighboring)
equinoxes. The sequences compared were aligned parallel or anti-
parallel around the very “equinox” moment. First what is seen in
the figure is that the probability to find a similar pair of histograms
sharply decreases with the distance between the items in the pair.
Second important moment is that the maximum probability (which is
a measure of similarity of the sequences) is three times higher in the
case the sequences compared are oriented anti-parallel. That means
the histogram shape depends not only on the proximity of a planet
or Sun to the celestial equator but also on the direction a celestial
body moves to it. The diagram represents a summary of data for 24
pairs of compared series of alpha-activity aligned around the Sun,
the Moon, Mars, Venus and Mercury “equinoxes”. The series were
720 minutes long each. The data used have been obtained either in
Pushchino and Novolazarevskaya.

proximity to the equinox moment, but also on the direction
the Sun is moving to the celestial equator: from the northern
or from the southern hemisphere. The hypothesis has been
confirmed by comparison of the direct series of the autumn
histograms with the inverse series of the spring histograms
[2, 5, 6] (cf. in Fig. 1, method B).

In this work, the same analysis is applied to the data in-
cluding “planetary equinoxes”. Namely, not only solar but
also lunar, venusian, martian and mercurian “equinoxes” have
been considered. Fig. 3 summarizes the results of 24 pairs of
such “equinox” events. Only the pairs of successive “equi-
noxes” were here compared; i.e., a series of histograms ob-
tained at one “equinox” was compared with that of just next
“equinox” for the same celestial body. The series were com-
pared with use of either procedure A (parallel) and B (anti-
parallel) (cf. in Fig. 1).

Fig. 3 shows that:

1. The phenomenon of similarity of the temporal change
of the histogram shape near the moments of intersec-
tion of the celestial equator by a celestial body appears
to be independent of the nature of the body (whatever
the Sun, the Moon, Venus, Mars or Mercury). Hence,

Fig. 4: Histogram series at the Venus setting “equinox” 2001-
October-18(↓) is highly similar to those at the Moon rising
“equinoxes” 2005-March-11(↑), 2005-April-7(↑) and considerably
less similar to the series at the Moon setting “equinox” 2005-March-
25(↓). (The extreme of this distribution is formed with the pairs of
histograms presented in Fig. 2, to illustrate the extent of their simi-
larity.)

the sequential changes of histograms do not show any
gravitational influence of the bodies;

2. Neither does it depend on the geographic point where
the measurements have been performed: the data ob-
tained in Pushchino and Novolazarevskaya (Antarctic)
display similarity of histograms at the same absolute
time, to within one-minute accuracy;

3. Neither does it depend on the velocity a celestial body
moves across the equator. Despite a great difference
in both angular and linear velocities of the bodies, the
changes of histogram shape are correlated in the se-
quences aligned along the same time scale. This is a
surprising result that has not a simple kinematic expla-
nation. This fact, again, is an indication of that the phe-
nomenon observed is not a matter of any “influence”
exerted by a celestial bodies on the observable value;

4. What we can learn from the fact that the similarity of
histogram sequences is higher in the case of anti-
parallel orientation of compared sequences is as fol-
lows. The variation of histogram shape shows not only
the extent of proximity of the Sun or a planet to the ce-
lestial equator but also their location in one or another
celestial hemisphere. In other words, the “northern”
histograms of a vernal equinox display higher similar-
ity to the “southern” histograms of the next autumnal
equinox despite the movement of the body on the sky
sphere are reciprocal at these two cases.

The fact that the histogram shape variations do not de-
pend on the nature of celestial body is confirmed also by pair-
wise comparison of the “equinoxes” of different planets. For
example, Fig. 4 presents the results of comparison of a Venus
“equinox” (2001-October-18 (↓)) with three Moon “equi-
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Fig. 5: The palindrome effect. The number of similar pairs of his-
tograms in two compared halves of a sequence separated by the
equinox moment as function of time shift between the halves. To-
tal numbers obtained in the analysis of 17 equinox and “planetary
equinox” events are presented here. Comparison of half-sequences
was performed with the procedure C in Fig. 1. Palindrome ef-
fect is indicated by the fact that the similarity of anti-parallel half-
sequences is 3-fold higher then that of parallel half-sequences.

noxes” (2005-March-11(↑); 2005-March-25(↓), and 2005-
April-7(↑)). The figure shows that:

1. The histogram series adjusted to “equinox” moments
are similar even if the events considered are separated
by years (four years in this particular case);

2. The similarity of histograms depends on the direction
of movement towards the celestial equator. However,
in this particular case, symbate “equinoxes” (Venus-
2001-October-18(↓) and Moon-2005-March-25(↓))
happened to be less similar then the counter-directed
ones (Venus-2001-October-18(↓) and the other two
Moon “equinoxes”, both rising).

2.2 Comparison of direct and inverse halves of the same
series of histograms (the “palindrome” effect)

The “palindrome effect” has been described in a number of
earlier works; this is the presence of specific inversion points
in the time series of histograms after which the same his-
tograms occur in the reverse order [2, 5, 6]. Over a daily
period, 6 am and 6 pm of local time have been found to be
such inversion points. Any point on the Earth’s surface par-
ticipates in two movements, one due to the rotation of the
Earth about its axis and another due to the movement of the
center of the Earth along its circumsolar orbit. One finds that,
the projections of the two movements onto the circumsolar or-
bit are counter-directional during the daytime (6 am to 6 pm)
and co-directional during the nighttime (6 pm to 6 am). This
is a probable “kinematic” reason for these two time moments
are featured.

A question arose if there are a number of such “palin-

Fig. 6: Summarized data on 8 different Moon, Sun and Mars
“equinoxes” when the 239Pu alpha-activity was measured with the
collimators directed towards Polar Star. Parallel oriented sequences
of histograms display 3-fold higher similarity than those oriented
anti-parallel.

drome” centers existing at the equinoxes and “planetary equi-
noxes”, separating the celestial body movement towards and
away from the celestial equator. This supposition has proved
to be true. Indeed, the histogram sequences preceding the
equinox moments were similar to the inverse sequences fol-
lowing this moments. The palindrome effect (detected with
the procedure C; cf. Fig. 1), is illustrated in Fig. 5. As re-
vealed from the picture, the probability to find similar histo-
grams is 3-fold higher if one of the compared half-sequences
is inverted — this is exact the essence of the palindrome ef-
fect.

Phenomenological meaning of this observation is that the
“equinox” moments are just the points at which the order of
changing the histogram shapes is reverted. Sharpness of the
peak is an indication of a high accuracy (one minute) of detec-
tion of the “equinox” moment. Mirror symmetry of the his-
togram sequences around an equinox means that histogram
shape depends on how far distant is the celestial body from
the equator plane, whatever on the northern or southern side
of the celestial sphere. This result might seem to conflict with
the data presented in Fig. 3 indicating that the direction of the
movement also does matter. However, the seeming conflict
is resolved by the fact (revealed from our special investiga-
tion) that these two phenomena are determined by different,
not overlapping sets of similar histograms.

2.3 Equinox effects in the data obtained with collimators

The phenomena presented in Figs. 3-5 have been observed in
the data on the alpha-activity measured with either collima-
tor-free detectors and those supplied with the collimator per-
manently directed towards West or East or towards the Sun.
No dependence of the observed phenomenology on the ori-
entation of the collimator was found in these cases. The only
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dramatic difference has been found for the case where the col-
limator was directed towards the Polar Star.

In this series of data, the sequences of histograms ob-
tained at the sequential (neighboring) “equinoxes” displayed
higher similarity when they were compared as parallel se-
quences (procedure A in Fig. 1) and lesser similarity when
they were anti-parallel. This observation is illustrated in
Fig. 6, summarizing the results of eight equinox events with
the Moon, the Sun and Mars. Therefore, the difference be-
tween the northern and southern hemispheres is not reflected
in the measurements with the collimator directed to Northern
Pole.

3 Discussion

A number of phenomenological conclusions follow from the
results presented herein:

1. The shape of histograms obtained from the measure-
ments performed in different geographic locations near
the time of “equinoxes” is changing synchronously,
within one minute accuracy. For instance, they occur
simultaneously in Pushchino and Novolazarevskaya
despite 104 minutes of local time difference between
these two places. This means this is a global phenom-
enon independent of the Earth axial rotation;

2. The changes of histograms obtained near the solar or
planetary “equinoxes” do not depend on the nature of
the “acting” celestial body, whatever the Sun, Mercury,
Mars, Venus or Mercury. Individual features of the
bodies — different masses and different rates of their
orbital movement — are not essential;

3. At very equinox moments, the inversion of the sequen-
ce of the histogram shapes occurs: the sequence pre-
ceding this moment is reciprocal to that observed after
it. A moment when the celestial equator is intersected
by a celestial body is a particular point in the histogram
series. Its position on the time scale can be determined,
with a high accuracy, from the palindrome effect;

4. Changes of histograms near the “equinoxes” depend
on the direction in which the celestial body intersects
the equator plane (from the northern or from southern
hemisphere);

5. Seeming contradiction between these two phenomena
— the similarity of the anti-parallel sequences obtained
at successive equinoxes, and the mirror similarity of
two halves of each histogram sequence (the “palind-
rome effect”) — is, probably, resolved by the fact that
these two kinds of symmetry are determined by differ-
ent, not overlapping sets of similar histograms;

6. Phenomena observed with collimators can be consid-
ered as an indication of the anisotropy of space. Van-
ishing of the “palindrome” phenomena when the col-
limator is oriented towards the Polar Star is, perhaps,

the most indicative fact favoring the conclusion on the
anisotropy. Analysis of this phenomenon should be
subjected to further studies.

B. V. Komberg attracted our attention to the fact that the direc-
tion of the equinox line (the line of intersection of the equa-
torial and ecliptic planes) may coincide with direction of the
line of the minimum temperature of the Cosmic Microwave
Backgroud (relict) Radiation, called the “axis of evil” in the
scientific literature [7].
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Blocks of the Electron Configuration in the atom are considered with taking into ac-
count that the electron configuration should cover also element No.155. It is shown that
the electron configuration formula of element No.155, in its graphical representation,
completely satisfies Gaussian curve.

1 Introduction

As is known, even the simpliests atoms are very complicate
systems. In the centre of such a system, a massive nucleus
is located. It consists of protons, the positively charged par-
ticles, and neutrons, which are charge-free. Masses of pro-
tons and neutrons are almost the same. Such a particle is
almost two thousand times heavier than the electron. Charges
of the proton and the electron are opposite, but the same in
the absolute value. The proton and the neutron differ from
the viewpoint on electromagnetic interactions. However in
the scale of atomic nuclei they does not differ. The electron,
the proton, and the neutron are subatomic articles. The theo-
retical physicists still cannot solve Schrödinger’s equation for
the atoms containing two and more electrons. Therefore, they
process the calculations for only the single-electron atom of
hydrogen, with use of the dualistic property of the electron,
according to which it can be respresented, equally, as a parti-
cle and a wave. At the same time, the conclusions provided
after the quantum theory cannot be considered as the finally
true result.

To make the further text simpler, we assume the follow-
ing brief notations: the Periodic Table of Elements contain-
ing 118, 168, and 218 elements will be referred to as T.118,
T.168, and T.218 respectively.

2 Calculation of the electron shell for element No.155

Electron shells of the atoms (known also as the levels) are reg-
ularly denoted as K, L, M, N, O, or as plain numbers from 1 to
5. Each level consists of numerous sub-levels, which are split
into atomic orbitales. For instance, the 1st level K consists
of a single sub-level 1s. The second level L consists of two
sub-levels 2s and 2p. The third level M consists of the 3s, 3p,
and 3d sub-levels. The fourth level N consists of the 4s, 4p,
4d, and 4f sub-levels. At the same distance from the atomic
nucleus, only the following orbitales can exist: one -s-, three
-p-, five -d-, seven -f-, while no more than two electrons can
be located in each single orbital (according to Pauli’s prin-
ciple). Hence, the number of electrons in each level can be
calculated according to the formula 2N2. Results of the cal-
culation are given in Table 1.

As is seen from this Table, the complete external electron
level is the configuration s2+p6, known as octet.

K L M N O Sum Content in the shells

s 2 2 in each shell

p 2 6 8 in each, commencing
in the 2nd shell

d 2 6 10 18 in each, commencing
in the 3rd shell

f 2 6 10 14 32 in each, commencing
in the 4th shell

g 2 6 10 14 18 50 in each, commencing
in the 5th shell

Table 1: Number of electrons in each level.

The elements, whose electrons occupy the respective sub-
levels, have one of the denotations: s-, p-, d-, f-, or g-elements
(in analogy to electrons).

2.1 Electron Configuration in the other elements

In the regular form of the Periodic Table of Elements, each
cell of the Table bears a large information about the element,
including the electron constitution of the atom. The cells con-
taining the same sub-levels are often the same-coloured in the
Table, and are joined into the following blocks (T.118):

s-elements, the 1st and the 2nd groups, 7 periods;
p-elements, 6 groups × 6 periods (periods 5–10, 13–18,
31–36, 49–54, 81–86, 113–118);
d-elements, 10 groups × 4 periods, between s- and p-
elements;
f-elements, 2 lines of 14 elements each (lantanides and
actinides).

Fig. 1 shows distribution of the blocks of T.118, with the
assumption of that all last elements are known (the lower arc)
[1]. The tabular data of the blocks are easy-to-convert into a
graph, if using the known number of the elements. It should
be noted that the abscissa axis means number of the blocks
(not number of the periods). The form of this arc is close to
parabola, and is easy-to-describe by the cubic equation with
the value of true approximation R2 = 1.

One can find, in the scientific press, suggestions about the
possibility of introducing, into the version T.118 of the Peri-
odic Table, two additional periods of 50 elements in each thus
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making it T.218. Therefore, we checked this variant as well
(the upper arc), for clarity of the experiments [2, 3]. Accord-
ing to the reference data [4], we assumed five blocks which
join all elements of the Periodic Table as follows:

s-elements = 18,

p-elements = 48,

d-elements = 60,

f-elements = 56,

g-elements = 36.

As is seen, the upper arc in Fig. 1 is absolutely similar to
that of T.118 (the lower arc). The larger size of the upper arc
(T.218) are due to the larger number of elements.

Having these two examples considered, we clearly under-
stand that the aforeapplied method we suggested can as well
be applied to the version of the Periodic Table which ends at
element No.155.

In order to check this supposition, we created Table 2
wherein we present the respective data for Fig. 1 and Fig. 2.

The upper arc of Fig. 2 shows distribution of the blocks
of the electron configuration, calculated according to the ref-
erence data of T.168. Lower, another arc is presented. It is
created according to our calculation for T.155 (i.e. for the Ta-
ble of Elements, whose upper limit if element No.155). As
is seen, the left branches of the arcs differ from each other
for a little, while the right branches actually met each other.
The absence of any bends or breaks, and also smooth form
of both arcs, and their complete satisfying the approximation
equation R2 =∼ 1, manifests the presence of the same law in
the basis of these data.

Therefore, we now can claim that element No.155 is in-
cluded into the blocks of the electron configuration as the last
element of the Periodic Table of Elements.

2.2 Electron shells of the atoms

Because our method of comparing the electron configura-
tion of the elements was successful for element No.155, we
are going to apply it to theoretical constructing the electron
shells. Here we should take into account that: the electrons of
the external shells bear more powerful energy, they are more
distantly located from the nucleus, and determine the chemi-
cal properties of reactions due to the fact that their connexion
with the nucleus is weaker thus easier to break. All data, we
collected in order to check the aforementioned suggestion, are
presented in Table 3. Line 4 of the Table contains the data for
the version of element No.155 as that continuing the Table of
Elements, while Line 5 contains the respective data suggested
by me according to [5].

As is seen, from Fig. 3, all the arcs have the form which
is very close to parabola, with a clearly observed maximum
and the joined left branches. The difference in their ordinates
is due to the difference in the number of the electrons (col-
umn 5 of Table 3). The right branches are parallel to each

other, and are shifted with respect to each other for the shell
number. The main result means here the presence of a qualita-
tive connexion between the electron shells and their graphical
representation. For only this reason, we had the possibility to
compare the data of the last lines of Table 3.

Fig. 4 manifests that the upper arc is similar to the pre-
vious of Fig. 3, while the lower arc (T.155 Author) very dif-
fers from all them. According to its form, this is a differ-
ential function of normal distribution (the Gauss arc). The
difference between the ends of the left and right branches is
0.645%. The branches are very symmetric to each other with
respect to the vertical axis coming through the top with coor-
dinates (5, 36). Hence, here is also a strong dependency be-
tween the regular method of description of the electron shells
and its graphical representation.

This fact is most illustrative manifested in Fig. 5. The
left straight covers four electron shells (2, 8, 18, 32), which
are the same for all versions of Table 3 (as follows from the
equation of the straight line Y = 2 X+ 0.6931. As is seen, once
the arcs reach their maximum, they come down very fast (this
is because the number of electrons decreases very fast in the
shells).

3 Conclusion

Thus, element No.155 has really lawful to be positioned in the
Periodic Table of Elements. This element points out not only
the upper limit of the Table, found in my earlier study on the
basis of the hyperbolic law [6, 7], but also can be presented
as a graphical sequel of the calculations produced according
to Quantum Mechanics (they have a high precision).

Submitted on February 01, 2011 / Accepted on March 08, 2011

References
1. http://webelements.com; See also: http://en.wikipedia.org/wiki/File:

Electron Configuration Table.jpg

2. Seaborg G. T. and Bloom J. L. The synthetic elements. Scientific Amer-
ican, 1969, v. 220, no. 4, 56.

3. Goldanskii V. I. About connections nuclear and chemical physics.
Progress in Physical Sciences, 1976, v. 118, issue 2.

4. Nebegrall W. H., Schmidt F. C., Holtzclaw H. F., Jr. General Chem-
istry. Fourth edition, D. C. Heath and Company, Massachusetts, 1972,
pp. 668–670; Also: Extended Periodic Table (suggested by Jeries A.
Rihani in 1984), http://jeries.rihani.com

5. FLW, Inc. provides ISO certified calibration for physical measurement,
test and control, http://www.flw.com/datatools/periodic/

6. Khazan A. Upper limit in the Periodic System of Elements. Progress in
Physics, 2007, v. 1, 38–41.

7. Khazan A. Upper Limit in Mendeleev’s Periodic Table — Element
No.155. Svenska fysikarkivet, Stockholm, 2010.

40 A. Khazan. Electron Configuration, and Element No.155 of the Periodic Table of Elements



April, 2011 PROGRESS IN PHYSICS Volume 2

Number of the elements Number of the blocks

s p d f g

T.218 18 48 60 56 36

T.168 16 42 50 42 18

T.118 14 36 40 28 —

T.155 16 36 46 42 15

Table 2: Blocks of the electron configuration.

Number of the elements Number of the electrons in the shells

T.218 2 8 18 32 50 50 32 18 8

T.168 2 8 18 32 50 32 18 8 —

T.118 2 8 18 32 32 18 8 — —

T.155 Table 2 8 18 32 50 32 11 2 —

T.155 Author 2 8 18 32 36 32 18 8 1

Table 3: Electron shells of the atoms.

Fig. 1: Location of the blocks of the electron configuration in the Periodic Table of Elements, containing different number of the elements.
The upper arc — the Table of 218 elements. The lower arc — the Table of 118 elements.
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Fig. 2: Dependency, in the blocks, between the number of the elements and the electron configuration. The upper arc — the Table of 168
elements. The lower arc — the Table of 155 elements.

Fig. 3: Dependency of the number of electrons in the electron shells from the shell number, for three versions of the Periodic Table of
Elements — T.118, T.168, T.218 (from up to down).
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Fig. 4: Dependency of the number of electrons in the electron shells from the shell number, for element No.155 according to the tabular
data (the upper arc) and the author’s calculation (the lower arc).

Fig. 5: Dependency of the number of electrons in the electron shells from the shell number (presented in the logarithm coordinates), for
T.218 (the upper arc) and for T.155 according to the author’s calculation (the lower arc).
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Observations of weak gravitational lensing combined with statistical tomographic
techniques have revealed that galaxies have formed along filaments, essentially one-
dimensional lines or strings, which form sheets and voids. These have, in the main,
been interpreted as “dark matter” effects. To the contrary here we report the discovery
that the dynamical 3-space theory possesses such filamentary solutions. These solutions
are purely space self-interaction effects, and are attractive to matter, and as well gener-
ate electromagnetic lensing. This theory of space has explained bore hole anomalies,
supermassive black hole masses in spherical galaxies and globular clusters, flat rota-
tion curves of spiral galaxies, and other gravitational anomalies. The theory has two
constants, G and α, where the bore hole experiments show that α ≈ 1/137 is the fine
structure constant.

1 Introduction

Observations of weak gravitational lensing and statistical to-
mographic techniques have revealed that galaxies have
formed along filaments, essentially one-dimensional lines or
strings [1], see Fig.1. These have, in the main, been inter-
preted as “dark matter” effects. Here we report the discovery
that the dynamical 3-space theory possesses such filamentary
solutions, and so does away with the “dark matter” interpreta-
tion. The dynamical 3-space theory is a uniquely determined
generalisation of Newtonian gravity, when that is expressed
in terms of a velocity field, instead of the original gravita-
tional acceleration field [2, 3]. This velocity field has been
repeatedly detected via numerous light speed anisotropy ex-
periments, beginning with the 1887 Michelson-Morley gas-
mode interferometer experiment [4, 5]. This is a theory of
space, and has explained bore hole anomalies, supermassive
black hole masses in spherical galaxies and globular clusters,
flat rotation curves of spiral galaxies, and other gravitational
anomalies. The theory has two constants, G and α, where the
bore hole experiments show that α ≈ 1/137 is the fine struc-
ture constant. The filamentary solutions are purely a conse-
quence of the space self-interaction dynamics, and are attrac-
tive to matter, and as well generate electromagnetic lensing.
The same self-interaction dynamics has been shown to gener-
ate inflow singularities, viz black holes [6], with both the fila-
ments and black holes generating long-range non-Newtonian
gravitational forces. The dynamical 3-space also has Hub-
ble expanding universe solutions that give a parameter-free
account of the supernova redshift-magnitude data, without
the need for “dark matter” or “dark energy” [7]. The black
hole and filament solutions are primordial remnants of the big
bang in the epoch when space was self-organising, and then
provided a framework for the precocious clumping of mat-
ter, as these inflow singularities are long-range gravitational
attractors. That α determines the strength of these phenom-
ena implies that we are seeing evidence of a unification of

space, gravity and quantum theory, as conjectured in Process
Physics [2].

2 Dynamical 3-Space

The dynamics of space is easily determined by returning to
Galileo’s discoveries of the free-fall acceleration of test
masses, and using a velocity field to construct a minimal and
unique formulation that determines the acceleration of space
itself [2, 8]. In the case of zero vorticity we find

∇·
(
∂v
∂t

+ (v·∇)v
)

+
α

8

(
(trD)2 − tr(D2)

)
+ ... = −4πGρ (1)

∇ × v = 0, Di j =
1
2

(
∂vi

∂x j
+
∂v j

∂xi

)
, (2)

G is Newton’s constant, which has been revealed as deter-
mining the dissipative flow of space into matter, and α is a
dimensionless constant, that experiment reveals to be the fine
structure constant. The space acceleration is determined by
the Euler constituent acceleration

a =
∂v
∂t

+ (v · ∇)v (3)

The matter acceleration is found by determining the trajectory
of a quantum matter wavepacket to be [9]

g =
∂v
∂t

+ (v · ∇)v + (∇ × v) × vR (4)

− vR

1 − v2
R

c2

1
2

d
dt


v2

R

c2

 + ... (5)

where v(r, t) is the velocity of a structured element of space
wrt to an observer’s arbitrary Euclidean coordinate system,
but which has no ontological meaning. The relativistic term
in (5) follows from extremising the elapsed proper time wrt
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a quantum matter wave-packet trajectory ro(t), see [2]. This
ensures that quantum waves propagating along neighbouring
paths are in phase.

τ =

∫
dt

√
1 − v2

R(r0(t), t)
c2 (6)

where vR(ro(t), t) = vo(t) − v(ro(t), t), is the velocity of the
wave packet, at position r0(t), wrt the local 3-space, and g =

drO/dt. This shows that (i) the matter “gravitational” geo-
desic is a quantum wave refraction effect, with the trajectory
determined by a Fermat maximum proper-time principle, and
(ii) that quantum systems undergo a local time dilation effect
caused by their absolute motion wrt space. The last term in
(5) causes the precession of planetary orbits.

It is essential that we briefly review some of the many
tests that have been applied to this dynamical 3-space.

2.1 Direct Observation of 3-Space

Numerous direct observations of 3-space involve the detec-
tion of light speed anisotropy. These began with the 1887
Michelson-Morley gas-mode interferometer experiment, that
gives a solar system galactic speed in excess of 300 km/s,
[4, 5]∗. These experiments have revealed components of the
flow, a dissipative inflow, caused by the sun and the earth, as
well as the orbital motion of the earth. The largest effect is
the galactic velocity of the solar system of 486 km/s in the di-
rection RA = 4.3◦, Dec = −75◦, determined from spacecraft
earth-flyby Doppler shift data [10], a direction first detected
by Miller in his 1925/26 gas-mode Michelson interferometer
experiment [11].

2.2 Newtonian Gravity Limit

In the limit of zero vorticity and neglecting relativistic effects
(2) and (5) give

∇ · g = −4πGρ − 4πGρDM , ∇ × g = 0 (7)

where
ρDM =

α

32πG

(
(trD)2 − tr(D2)

)
. (8)

This is Newtonian gravity, but with the extra dynamical term
which has been used to define an effective “dark matter” den-
sity. This is not necessarily non-negative, so in some circum-
stances ant-gravity effects are possible, though not discussed
herein.This ρDM is not a real matter density, of any form, but
is the matter density needed within Newtonian gravity to ex-
plain dynamical effects caused by the α-term in (2). This term
explains the flat rotation curves of spiral galaxies, large light
bending and lensing effects from galaxies, and other effects.
However, it is purely a space self-interaction effect.

∗Amazingly it continues to be claimed that this experiment was null.

Fig. 1: Top: Cosmic filaments as revealed by gravitational lens-
ing statistical tomography. From J.A. Tyson and G. Bernstein,
Bell Laboratories, Physical Sciences Research, http://www.bell-
labs.com/org/physicalsciences/projects/darkmatter/darkmatter.html.
Bottom: Cosmic network of primordial filaments and primordial
black holes, as solution from (2).

2.3 Curved Spacetime Formalism

Eqn.(6) for the elapsed proper time may be written

dτ2 = dt2− 1
c2 (dr(t) − v(r(t), t)dt)2 = gµν(x)dxµdxν, (9)

which introduces a curved spacetime metric gµν. However
this spacetime has no ontological significance — it is merely
a mathematical artifact, and as such hides the underlying dy-
namical 3-space. Its only role is to describe the geodesic of
the matter quantum wave-packet in gerneral coordinates. The
metric is determined by solutions of (2). This induced met-
ric is not determined by the Einstein-Hilbert equations, which
originated as a generalisation of Newtonian gravity, but with-
out the knowledge that a dynamical 3-space had indeed been
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Fig. 2: (a) A typical Miller averaged-data from September 16, 1925,
4h40′ Local Sidereal Time (LST) — an average of data from 20
turns of the gas-mode Michelson interferometer. Plot and data af-
ter fitting and then subtracting both the temperature drift and Hicks
effects from both, leaving the expected sinusoidal form. The error
bars are determined as the rms error in this fitting procedure, and
show how exceptionally small were the errors, and which agree with
Miller’s claim for the errors. (b) Best result from the Michelson-
Morley 1887 data — an average of 6 turns, at 7h LST on July 11,
1887. Again the rms error is remarkably small. In both cases the
indicated speed is vP — the 3-space speed projected onto the plane
of the interferometer. The angle is the azimuth of the 3-space speed
projection at the particular LST. The speed fluctuations from day
to day significantly exceed these errors, and reveal the existence of
3-space flow turbulence — i.e. gravitational waves.

detected by Michelson and Morley in 1887 by detecting light
speed anisotropy.

2.4 Gravitational Waves

Eqn.(2) predicts time dependent flows, and these have been
repeatedly detected, beginning with the Michelson and Mor-
ley experiment in 1887. Apart from the sidereal earth-rotation
induced time-dependence, the light-speed anisotropy data has
always shown time-dependent fluctuations/turbulence, and at
a scale of some 10% of the background galactic flow speed.
This time dependent velocity field induces “ripples” in the
spacetime metric in (9), which are known as “gravitational
waves”. They cannot be detected by a vacuum-mode Michel-
son interferometer.

2.5 Matter Induced Minimal Black Holes

For the special case of a spherically symmetric flow we set
v(r, t) = −r̂v(r, t). Then (2) becomes, with v′ = ∂v/∂r,

∂v′

∂t
+ vv′′ +

2
r
vv′ + (v′)2 +

α

2r

(
v2

2r
+ vv′

)
= −4πGρ (10)

For a matter density ρ(r), with maximum radius R, (10) has
an exact inhomogeneous static solution [12]

v(r)2=



2G
(1 − α

2 )r

∫ r

0
4πs2ρ(s)ds

+
2G

(1 − α
2 )r

α
2

∫ R

r
4πs1+ α

2 ρ(s)ds, 0<r≤R

2γ
r
, r>R

(11)

where

γ =
G

(1 − α
2 )

∫ R

0
4πs2ρ(s)ds =

GM
(1 − α

2 )
(12)

Here M is the total matter mass. As well the middle term in
(11) also has a 1/rα/2 inflow-singularity, but whose strength is
mandated by the matter density, and is absent when ρ(r) = 0
everywhere. This is a minimal attractor or “black hole”∗, and
is present in all matter systems. For the region outside the sun,
r > R, Keplerian orbits are known to well describe the mo-
tion of the planets within the solar system, apart from some
small corrections, such as the Precession of the Perihelion of
Mercury, which follow from relativistic term in (2). The sun,
as well as the earth, has only an induced “minimal attractor”,
which affects the interior density, temperature and pressure
profiles [12]. These minimal black holes contribute to the
external g = GM?/r2 gravitational acceleration, through an
effective mass M? = M/(1 − α/2). The 3-space dynamics
contributes an effective mass [2]

MBH =
M

1 − α
2
− M =

α

2
M

1 − α
2
≈ α

2
M. (13)

These induced black hole “effective” masses have been de-
tected in numerous globular clusters and spherical galaxies
and their predicted effective masses have been confirmed in
some 19 such cases, as shown in Fig. 3, [6]. The non-
Newtonian effects in (11) are also detectable in bore hole ex-
periments.

2.6 Earth Bore Holes Determine α

The value of the parameter α in (2) was first determined from
earth bore hole g-anomaly data, which shows that gravity de-
creases more slowly down a bore hole than predicted by New-
tonian gravity, see Figs.4 and 5. From (5) and (11) we find

∗The term “black hole” refers to the existence of an event horizon, where
the in-flow speed reaches c, but otherwise has no connection to the putative
“black holes” of GR.
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Fig. 3: The data shows Log10[MBH] for the minimal induced black
hole masses MBH for a variety of spherical matter systems, from
Milky Way globular clusters to spherical galaxies, with masses M,
plotted against Log10[M], in solar masses M0. The straight line is
the prediction from (13) with α = 1/137. See [6] for references to
the data.

the gravitational acceleration at radius r = R + d to be

g(d)=



− GM
(1 − α/2)(R + d)2 +

2πGρ(R)d
(1 − α/2)

+ ...

− 4πR2Gρ(R)G
(1 − α/2)(R + d)2 , d < 0

− GM
(1 − α/2)(R + d)2 , d > 0

(14)

In practice the acceleration above the earth’s surface must be
measured in order to calibrate the anomaly, which defines the
coefficient GM = GM/(1−α/2) in (14). Then the anomaly is

∆g = gNG(d)−g(d) = 2παGρ(R)d + O(α2), d < 0 (15)

to leading order in α, and where gNG(d) is the Newtonian
gravity acceleration, given the value of GM from the above-
surface calibration, for a near-surface density ρ(R). The ex-
perimental data then reveals α to be the fine structure con-
stant, to within experimental errors [6]. The experiments have
densities that differ by more than a factor of 2, so the result is
robust.

2.7 G Measurement Anomalies

There has been a long history of anomalies in the measure-
ment of Newton’s gravitational constant G, see Fig. 7. The
explanation is that the gravitational acceleration external to
a piece of matter is only given by application of Newton’s
inverse square law for the case of a spherically symmetric
mass. For other shapes the α-dependent interaction in (2)
results in forces that differ from Newtonian gravity at O(α).
The anomalies shown in Fig. 7 result from analysing the one-
parameter, G, Newtonian theory, when gravity requires a two
parameter, G and α, analysis of the data. The scatter in the

Fig. 4: The data shows the gravity residuals for the Greenland
Ice Shelf [13] Airy measurements of the g(r) profile, defined as
∆g(r) = gNewton − gobserved, and measured in mGal (1mGal = 10−3

cm/s2) and plotted against depth in km. The borehole effect is that
Newtonian gravity and the new theory differ only beneath the sur-
face, provided that the measured above-surface gravity gradient is
used in both theories. This then gives the horizontal line above the
surface. Using (15) we obtain α−1 = 137.9± 5 from fitting the slope
of the data, as shown. The non-linearity in the data arises from mod-
elling corrections for the gravity effects of the irregular sub ice-shelf
rock topography. The ice density is 920 kg/m3. The near surface
data shows that the density of the Greenland ice, compressed snow,
does not reach its full density until some 250m beneath the surface
— a known effect.

measured G values appear to be of O(α/4). This implies that
laboratory measurements to determine G will also measure
α [2].

2.8 Expanding Universe

The dynamical 3-space theory (2) has a time dependent ex-
panding universe solution, in the absence of matter, of the
Hubble form v(r, t) = H(t)r with H(t) = 1/(1 + α/2)t, giv-
ing a scale factor a(t) = (t/t0)4/(4+α), predicting essentially a
uniform expansion rate. This results in a parameter-free fit
to the supernova redshift-magnitude data, as shown in fig.8,
once the age t0 = 1/H0 of the universe at the time of observa-
tion is determined from nearby supernova. In sharp contrast
the Friedmann model for the universe has a static solution —
no expansion, unless there is matter/energy present. How-
ever to best fit the supernova data fictitious “dark matter” and
“dark energy” must be introduced, resulting in the ΛCDM
model. The amounts ΩΛ = 0.73 and ΩDM = 0.23 are eas-
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Fig. 5: Gravity residuals ∆g(r) from two of the Nevada bore hole
experiments [14] that give a best fit of α−1 = 136.8 ± 3 on using
(15). Some layering of the rock is evident. The rock density is 2000
kg/m3 in the linear regions.

ily determined by best fitting the ΛCDM model to the above
uniformly expanding result, without reference to the obser-
vational supernova data. But then the ΛCDM has a spurious
exponential expansion which becomes more pronounced in
the future. This is merely a consequence of extending a poor
curve fitting procedure beyond the data. The 3-space dynam-
ics (2) results in a hotter universe in the radiation dominated
epoch, with effects on Big Bang Nucleosynthesis [15], and
also a later decoupling time of some 1.4 × 106 years.

Fig. 6: Plots of the rotation speed data for the spiral galaxy
NGC3198. Lower curve shows Newtonian gravity prediction, while
upper curve shows asymptotic flat rotation speeds from (19).

3 Primordial Black Holes

In the absence of matter the dynamical 3-space equation (2)
has black hole solutions of the form

v(r) = − β

rα/4
(16)

for arbitrary β, but only when α , 0. This will produce a
long range gravitational acceleration, essentially decreasing
like 1/r,

g(r) = − αβ2

4r1+α/2 (17)

as observed in spiral galaxies. The inflow in (16) describes
an inflow singularity or “black hole” with arbitrary strength.
This is unrelated to the putative black holes of General Rela-
tivity. This corresponds to a primordial black hole. The dark
matter density for these black holes is

ρDM(r) =
αβ2(2 − α)

256πGr2+α/2 (18)

This decreases like 1/r2 as indeed determined by the “dark
matter” interpretation of the flat rotation curves of spiral
galaxies. Here, however, it is a purely 3-space self-interaction
effect.

In general a spherically symmetric matter distribution
may have a static solution which is a linear combination of
the inhomogeneous matter induced solution in (11) and the
square of the homogeneous primordial black hole solution
in (16), as (10) is linear in v(r)2 and its spatial derivatives.
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Fig. 7: Results of precision measurements of G published in the last
sixty years in which the Newtonian theory was used to analyse the
data. These results show the presence of a systematic effect, not in
the Newtonian theory, of fractional size ∆G/G ≈ α/4. The upper
horizontal dashed line shows the value of G from ocean Airy mea-
surements [17], while the solid line shows the current CODATA G
value of 6.67428(±0.00067) × 10−11m3/kgs2, with much lager ex-
perimental data range, exceeding ±αG/8, shown by dashed lines as
a guide. The lower horizontal line shows the actual value of G af-
ter removing the space self-interaction effects via G → (1 − α/2)G
from the ocean value of G. The CODATA G value, and its claimed
uncertainty, is seen to be spurious.

However this is unlikely to be realised, as a primordial black
hole would cause a precocious in-fall of matter, which is un-
likely to remain spherically symmetric, forming instead spiral
galaxies.

3.1 Spiral Galaxy Rotation Curves

Spiral galaxies are formed by matter in-falling on primordial
black hole, leading to rotation of that matter, as the in-fall will
never be perfectly symmetric. The black hole acceleration in
(17) would support a circular matter orbit with orbital speed

vo(r) =
(αβ2)1/2

2rα/4
(19)

which is the observed asymptotic “flat” orbital speed in spi-
ral galaxies, as illustrated in Fig. 6 for the spiral galaxy
NGC3198. So the flat rotation curves are simply explained
by (2).

4 Primordial Filaments

Eqn.(2) also has cosmic filament solutions. Writing (2) in
cylindrical coordinates (r, z, φ), and assuming cylindrical

Fig. 8: Hubble diagram showing the supernovae data using sev-
eral data sets, and the Gamma-Ray-Bursts data (with error bars).
Upper curve (green) is ΛCDM “dark energy” only ΩΛ = 1, lower
curve (black) is ΛCDM matter only ΩM = 1. Two middle curves
show best-fit of ΛCDM “dark energy”-“dark-matter” (blue) and dy-
namical 3-space prediction (red), and are essentially indistinguish-
able. We see that the best-fit ΛCDM “dark energy”-“dark-matter”
curve essentially converges on the uniformly-expanding parameter-
free dynamical 3-space prediction. The supernova data shows that
the universe is undergoing a uniform expansion, wherein a fit to the
FRW-GR expansion was forced, requiring “dark energy”, “dark mat-
ter” and a future “exponentially accelerating expansion”.

symmetry with translation invariance along the z axis, we
have for a radial flow v(r, t)

1
r
∂v

∂t
+
∂v′

∂t
+
vv′

r
+ v′2 + vv′′ + α

vv′

4r
= 0 (20)

where here the radial distance r is the distance perpendicular
to the z axis. This has static solutions with the form

v(r) = − µ

rα/8
(21)

for arbitrary µ. The gravitational acceleration is long-range
and attractive to matter, i.e. g is directed inwards towards the
filament,

g(r) = − αµ2

8r1+α/4 (22)

This is for a single infinite-length filament. The dark matter
density (8) is

ρDM(r) = − αµ2

1024πGr2+α/4 (23)
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Fig. 9: Sector integration volume, with radii R1 and R2, about a
filament. For the filament to exist the quantum foam substructure to
3-space must be invoked at short distances.

and negative. But then (7), with ρ = 0, would imply a re-
pulsive matter acceleration by the filament, and not attractive
as in (22). To resolve this we consider the sector integration
volume in Fig.9. We obtain from (22) and using the diver-
gence theorem (in which dA is directed outwards from the
integration volume)

∫

V
∇·gdv=

∫

A
g·dA =

αµ2θd
8


1

Rα/4
1

− 1

Rα/4
2

 (24)

which is positive because R1 < R2. This is consistent with
(7) for the negative ρDM , but only if R1 is finite. However if
R1 = 0, as for the case of the integration sector including the
filament axis, there is no R1 term in (24), and the integral is
now negative. This implies that (21) cannot be the solution
for some small r. The filament solution is then only possi-
ble if the dynamical 3-space equation (1) is applicable only
to macroscopic distances, and at short distances higher order
derivative terms become relevant, such as ∇2(∇ · v). Such
terms indicate the dynamics of the underlying quantum foam,
with (1) being a derivative expansion, with higher order der-
vatives becoming more significant at shorter distances.

5 Filament Gravitational Lensing

We must generalise the Maxwell equations so that the electric
and magnetic fields are excitations within the dynamical 3-
space, and not of the embedding space. The minimal form in
the absence of charges and currents is

∇ × E = −µ0

(
∂H
∂t

+ v.∇H
)
, ∇.E = 0,

∇ ×H = ε0

(
∂E
∂t

+ v.∇E
)
, ∇.H = 0 (25)

which was first suggested by Hertz in 1890 [16], but with v
then being only a constant vector field. As easily determined
the speed of EM radiation is now c = 1/

√
µ0ε0 with respect

to the 3-space. The time-dependent and inhomogeneous ve-
locity field causes the refraction of EM radiation. This can

be computed by using the Fermat least-time approximation.
This ensures that EM waves along neighbouring paths are in
phase. Then the EM ray paths r(t) are determined by min-
imising the elapsed travel time:

T =

∫ s f

si

ds|dr
ds
|

|cv̂R(s) + v(r(s), t(s)| , (26)

vR =
dr
dt
− v(r(t), t) (27)

by varying both r(s) and t(s), finally giving r(t). Here s is a
path parameter, and cv̂R is the velocity of the EM radiation
wrt the local 3-space, namely c. The denominator in (26) is
the speed of the EM radiation wrt the observer’s Euclidean
spatial coordinates. Eqn.(26) may be used to calculate the
gravitational lensing by black holes, filaments and by ordi-
nary matter, using the appropriate 3-space velocity field. Be-
cause of the long-range nature of the inflow for black holes
and filaments, as in (16) and (21), they produce strong lens-
ing, compared to that for ordinary matter∗, and also compared
with the putative black holes of GR, for which the in-flow
speed decreases like 1/

√
r, corresponding to the accelera-

tion field decreasing like 1/r2. The EM lensing caused by
filaments and black holes is the basis of the stochastic to-
mographic technique for detecting these primordial 3-space
structures.

6 Filament and Black Hole Networks

The dynamical 3-space equation produces analytic solutions
for the cases of a single primordial black hole, and a single,
infinite length, primordial filament. This is because of the
high symmetry of theses cases. However analytic solutions
corresponding to a network of finite length filaments joining
at black holes, as shown in Fig.1, are not known. For this case
numerical solutions will be needed. It is conjectured that the
network is a signature of primordial imperfections or defects
from the epoch when the 3-space was forming, in the earliest
moments of the big bang. It is conjectured that the network
of filaments and black holes form a cosmic network of sheets
and voids. This would amount to a dynamical breakdown of
the translation invariance of space. Other topological defects
are what we know as quantum matter [2].

7 Conclusions

The recent discovery that a dynamical 3-space exists has re-
sulted in a comprehensive investigation of the new physics,
and which has been checked against numerous experimen-
tal and observational data. This data ranges from laboratory
Cavendish-type G experiments to the expansion of the uni-
verse which, the data clearly shows, is occurring at a uni-
form rate, except for the earliest epochs. Most significantly

∗Eqn:(26) produces the known sun light bending [3].
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the dynamics of space involves two parameters: G, Newton’s
gravitational constant, which determines the rate of dissipa-
tive flow of space into matter, and α, which determines the
space self-interaction dynamics. That this is the same con-
stant that determines the strength of electromagnetic interac-
tions shows that a deep unification of physics is emerging. It
is the α term in the space dynamics that determines almost
all of the new phenomena. Most importantly the epicycles of
spacetime physics, viz dark matter and dark energy, are dis-
pensed with.
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Black Holes in the Framework of the Metric Tensor Exterior
to the Sun and Planets
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The conditions for the Sun and oblate spheroidal planets in the solar system to reduce
to black holes is investigated. The metric tensor exterior to oblate spheroidal masses
indicates that for the Sun to reduce to a black hole, its mass must condense by a factor
of 2.32250× 105. Using Schwarzschild’s metric, this factor is obtained as 2.3649× 105.
Similar results are obtained for oblate spheroidal planets in the solar system.

1 Introduction

It is well known that whenever an object becomes sufficiently
compact, general relativity predicts the formation of a black
hole: a region of space from which nothing, not even light can
escape. The collapse of any mass to the Schwarzschild radius
appears to an outside observer to take an infinite time and
the events at distances beyond this radius are unobservable
from outside, thus the name black hole. From an astronomical
point of view, the most important property of compact objects
such as black holes is that they provide a superbly efficient
mechanism for converting gravitational energy into radiation
[1].

The world line element in Schwarzschild’s field is well
known to be given by [1]

c2dτ2 = c2
[
1 − 2GM

c2r

]
dt2 −

[
1 − 2GM

c2r

]−1

dr2

−r2dθ2 − r2 sin2 θdφ2.

(1)

This metric has a singularity, (denoted by rs) called the
Schwarzschild singularity (or radius) at

rs =
2GM

c2 . (2)

For most physical bodies in the universe, the Schwarzschild
radius is much smaller than the radius of their surfaces. Hence
for most bodies, there does not exist a Schwarzschild singu-
larity. It is however, speculated that there exist some bodies
in the universe with the Schwarzschild radius in the exterior
region. Such bodies are called black holes [1].

In this article, the factor by which the radius of the Sun
and oblate spheroidal planets is reduced to form a black hole
is computed using the oblate spheroidal space-time metric.
The results are compared to those obtained using Schwarz-
schild’s metric.

2 Oblate Spheroidal Space-Time Metric

It has been established [2] that the covariant metric tensor in
the region exterior to a static homogeneous oblate spheroid in
oblate spheroidal coordinates is given as

g00 =

(
1 +

2
c2 f (η, ξ)

)
(3)

g11 = −
a2

1 + ξ2 − η2

η2
(
1 +

2
c2 f (η, ξ)

)−1

+
ξ2(1 + ξ2)
(1 − η2)

 (4)

g12 ≡ g21 = −
a2ηξ

1 + ξ2 − η2

1 − (
1 +

2
c2 f (η, ξ)

)−1 (5)

g22 = −
a2

1 + ξ2 − η2

ξ2
(
1 +

2
c2 f (η, ξ)

)−1

+
η2(1 − η2)
(1 + ξ2)

 (6)

g33 = −a2(1 + ξ2)(1 − η2) (7)

gµν = 0; otherwise. (8)

Thus, the world line element in this field can be written as

c2dτ2 = c2g00dt2−g11dη2−2g12dηdξ−g22dξ2−g33dφ2. (9)

Multiplying equation (9) all through by
(

1
dt

)2
yields

c2
(

dτ
dt

)2

= c2g00 − g11

(
dη
dt

)2

− 2g12
dη
dt

dξ
dt

−g22

(
dξ
dt

)2

− g33

(
dφ
dt

)2

.

(10)

It can be concluded that the space velocity(vs) is given as

vs = g11

(
dη
dt

)2

+ 2g12
dη
dt

dξ
dt
+ g22

(
dξ
dt

)2

+ g33

(
dφ
dt

)2

, (11)

and the velocity of local time

vτ = c
dτ
dt
. (12)
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The gravitational velocity can equally be defined with the aid
of equation (3) as

vG =
√
−2 f (η, ξ). (13)

This implies that
c2 = v2τ + v

2
G + v

2
s (14)

or
c =

∣∣∣~v2τ +~v2G +~v2s ∣∣∣ . (15)

3 Black holes in oblate spheroidal space time of Sun and
planets

In the absence of gravity and acceleration, f (η, ξ) = 0 and
thus vG = 0. Hence, vs can be written explicitly as

v2s =

 a2η2

1 + ξ2 − η2 +
ξ2

(
1 + ξ2

)
1 − η2

 (dη
dt

)2

+
a2

1 + ξ2 − η2

[
ξ2 +

η2(1 − η2)
1 + ξ2

] (
dξ
dt

)2

+a2
(
1 + ξ2

) (
1 − η2

) (dφ
dt

)2

.

(16)

Thus in the absence of gravity, equation(14) reduces to

dτ
dt
=

√
1 − v

2
s

c2 . (17)

It can basically be seen that equation(15) establishes a max-
imum value of c and hence the gravitational velocity vG can
never exceed c. An approximate expression for f (η, ξ) along
the equator of an oblate spheroid [3] is

f (η, ξ) ≈ B0

3ξ2
(
1 + 3ξ2

)
i +

B2

30ξ3
(
7 + 15ξ2

)
i (18)

where B0 and B2 are constants. Equation(18) can be written
equally as

f (η, ξ) ≈ −
(
C
ξ
+

D
ξ3

)
(19)

where C and D are equally constants. These constants can
easily be computed for the oblate spheroidal astrophysical
bodies in the solar system and results are presented in
Table 1.

Setting the gravitational velocity vG to be equal to the
maximum value c, in equation (13), an approximate expres-
sion for the parameter ξ for a black hole in oblate spheroidal
space time can be obtained as

ξblackhole ≈
2C
c2 . (20)

Table 1: Basic constants for oblate spheroidal bodies in the solar
system

Body C [×10−9 Nmkg−1] D [×10−9 Nmkg−1]

Sun −46796.04 −15598.70
Earth −0.743851 −0.247962
Mars −0.1132 −0.03780
Jupiter −3.77107 −1.25803
Saturn −0.879543 −0.29356
Uranus −0.842748 −0.28102
Neptune −1.065429 −0.35516

Table 2: Reduction ratio for oblate spheroidal masses in the solar
system to reduce to black holes

Body ξsur f ace ξblackhole reduction ratio: ξsur f ace

ξblackhole

Sun 241.52 1.1 × 10−3 2.32250 × 105

Earth 12.01 1.6 × 10−8 7.50625 × 108

Mars 09.17 2.0 × 10−9 4.58500 × 109

Jupiter 02.64 8.3 × 10−8 3.18070 × 107

Saturn 01.97 1.9 × 10−8 1.03684 × 108

Uranus 03.99 1.8 × 10−8 2.21667 × 108

Neptune 04.30 2.3 × 10−8 1.86950 × 108

Hence the parameter ξblackhole for various bodies in the solar
system is computed using equation (20) and the reduction ra-
tio for oblate spheroidal masses in the solar system to reduce
to black holes is obtained (Table 2).

The reduction ratio can equally be calculated using
Schwarzschild’s expression. The equatorial radius (r) for the
bodies is divided by the Schwarzschild’s radius (rschw) to ob-
tain the reduction ratio. The results are shown in Table 3.

4 Conclusion

This short article presents the notion of black holes in the met-
ric tensor exterior to oblate spheroidal masses. Equation (20)
is an approximate expression for the parameter ξ of an oblate
spheroid to collapse to a black hole.Reductions ratios com-
puted using the oblate spheroidal metric for Sun and plan-
ets in the Solar system authenticates the soundness of met-
ric. The closeness of the reduction ratio for oblate spheroidal
masses in the solar system computed using the metric ten-
sor in oblate spheroidal space time to that in Schwarzschild’s
metric is remarkable.Basically, since the Sun and planets un-
der consideration are oblate spheroidal in nature, the values
obtained using the metric tensor contain slight corrections to
values obtained using Schwarzschild’s metric.
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Table 3: Schwarzschild’s reduction ratio

Body r [×103 m] rschw [m] reduction ratio:
r

rschw

Sun 700, 000 2.96 × 103 2.36490 × 105

Earth 6378 8.80 × 10−3 7.24773 × 108

Mars 3396 9.9 × 10−4 3.43030 × 109

Jupiter 71, 490 2.8 2.55320 × 107

Saturn 60, 270 8.5 × 10−1 7.09059 × 107

Uranus 25, 560 1.3 × 10−1 1.96615 × 108

Neptune 24, 760 1.5 × 10−1 1.65067 × 108
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Isotopes and the Electron Configuration of the Blocks in the Periodic Table of
Elements, upto the Last Element No.155
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This is a theoretical study, which first manifests which connexion exists between iso-
topes and the electron blocks, and how the electron blocks are located in the version of
the Periodic Table of Elements which ends with element No.155.

1 Introduction

It is known that elements of the Periodic Table of Elements
have fractional numerical values of atomic masses. This is
because the elements consists of, as regularly, a mix of in-
born (native) isotopes. For this reason we conclude that the
average weighted atomic mass of all stable isotopes of any
element (taking their distribution in the Earth crust) is that
atomic mass which is used in all calculations. Because it is
equal to the sum of the electric charge of an atomic nucleus
and the number of neutrons in it, the isotopes are determined
by the condition A = Z + N, where A is the atomic mass, Z is
the charge, N is the number of neutrons of the nucleus. With
all these, it is necessary to keep in mind that, having the same
number of protons in a nucleus, the nucleus may contain dif-
ferent number of neutrons which do not change the chemical
properties of the atoms: all isotopes of the same element bear
the same electric charge of its nucleus, but change only with
the number of neutrons in it.

2 Calculation according to the table of isotopes

According to the data provided by Nuclear Periodic Table [1],
all spectacularity of the data was split into blocks, wherein
the number of isotopes was determined, namely: 431 (s),
1277 (p), 1612 (d), 1147 (f). As is seen in Fig. 1, the ob-
tained results form a smooth arc with R2 = 1. Because all the
isotopes are grouped into clocks of the electron configuration
alike elements of the Periodic Table, we are lawful to con-
clude that the same law lies in the ground of the geometric
configurations. It is necessary to note that, with reaching the
top of the arc, the number of the isotopes very lowers, that
was as well observed in the case of elements of the Periodic
Table [2].

3 Version of the Periodic Table of Elements, which limits
by element No.155

It is known that the “blocks” of the Periodic Table of Ele-
ments are sets of adjacent groups [3, 4]. The names of the
blocks originate in the number of the spectroscopic lines of
the atomic orbitales in each of them: sharp, principal, diffuse,
fundamental. During the last decades, one suggested to ex-
tend the Periodic Table upto 218 elements, with appearance
a g-block in it [5]. If, in the version of the Periodic Table
consisting of only 118 elements, the blocks draw a smooth

arc with R2= 1 (see Fig. 2), the appearance of additional el-
ements in the Table requires new construction of the blocks,
which should be set up in another configuration.

Earleir [5], we suggested a version of the Periodic Table
which contained Period 8 with 37 elements (two lines with 18
and 1 elements in Group 1). In this form, the Periodic Table
satisfies the common structure of the location of the elements.
However, once lanthanides and actinides have been extended
into a common scheme, the heaviest element No.155 (which
ends the Table in this its version) became shifted for 4 posi-
tions to right. Therefore, a question rose: how to locate these
37 elements in the new version of the Table so that they would
completely satisfy all the rules of the electron configuration
of the blocks?

First, we added 2 elements to block s upto the begining
of Period 8. Then we added 6, 10, and 14 elements (respec-
tively) to blocks p, d, f. Concerning the rest 4 elements, we
created a new block g. All these changes are shown in Fig. 2
(the upper arc). As is seen, the arc has the same form as the
lower arc, and shows that fact that the number of elements of
the last block reaches the actual limit.

On the basis of that has been said above, a long-period
form of the Periodic Table of Elements was constructed by
the Author (see Fig. 3). It differs from the hypothetical forms
of the Periodic Table by the real data consisting our Table.
Element No.155 is the last (heaviest) in our version of the
Table, thus this element “closes” the Table. Element No.155
also opens and closes Period 9, being located in Group 1 of
this Period.

This scheme of calculation is applicable to all Tables of
Elements containing more than 118 elements. The necessity
of our study, presented herein, and the suggested version of
the Table which limits by element No.155, is due to that fact
the law of hyperbolas we used previously in the Periodic Ta-
ble [5] provided not only the possibility to calculate the upper
limit of the Table (element No.155 and its parameters such as
atomic mass 411.66), but also allowed to determine its loca-
tion in the extended version of the Table of Elements.

If earlier the theoretical physical chemists discussed the
possibility to add a number of elements over 118 to the Ta-
ble of Elements (they suggested to do it as new blocks they
referred to as superactinide series, eka-superactinide, Ubb-
series, Usb-series), we now obviously see that this step is non-
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Fig. 1: Dependency of the number of the isotopes in the blocks from their names according to the elements of the electron configuration.

Fig. 2: Results of calculation of the electron configuration of the elements. The lower arc has been calculated for the version of the Periodic
Table containing 118 elements. The upper arc has been calculated for the version of the Periodic Table containing 155 elements (suggested
by the Author [5]).
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Fig. 3: Periodic Table of Elements, which is limited by element No.155 (suggested by the Author).

sense. Despite the bulky mathematical apparatus of Quantum
Mechanics was applied to calculation of stability of the el-
ements, it never led to a result about a limit of the Periodic
Table of Elements. This was never claimed in the basis of
the quantum mechanical calculations. This is because that
the conditions of micro-scales, where the laws of Quantum
Mechanics work, do not provide the necessary data for the
calculation. Only common consideration of the conditions of
micro-world and macro-world, as the author did in the recent
study [5], allowed to develop the fundamental law of hyper-
bolas in the Periodic Table of Elements, which starts from
the positions of macro-scale then continues upto the electron
configuration of the elements (wherein it works properly as
well, as we seen in this paper) that led to that final version of
the Periodic Table of Elements, which has been presented in
this paper.
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We solve the general relativity (GR) field equations under the cosmological scope via
one extra postulate. The plausibility of the postulate resides within the Heisenberg in-
determinacy principle, being heuristically analysed throughout the appendix. Under
this approach, a negative energy density may provide the positive energy content of
the universe via fluctuation, since the question of conservation of energy in cosmol-
ogy is weakened, supported by the known lack of scope of the Noether’s theorem in
cosmology. The initial condition of the primordial universe turns out to have a natural
cutoff such that the temperature of the cosmological substratum converges to the ab-
solute zero, instead of the established divergence at the very beginning. The adopted
postulate provides an explanation for the cosmological dark energy open question. The
solution agrees with cosmological observations, including a 2.7K CMBT prediction.

1 Revisiting the Theoretical Assumptions

The study of the dynamics of the entire universe is known as
Cosmology [1–3]. The inherent simplicity in the mathemati-
cal treatment of the Cosmology, although the entire universe
must be under analysis, should be recognized as being due
to Copernicus. Indeed, since the primordial idea permeating
the principle upon which the simplicity arises is just an exten-
sion of the copernican revolution∗: the cosmological princi-
ple. This extension, the cosmological principle, just assever-
ates we are not in any sense at a privileged position in our uni-
verse, implying that the average large enough scale† spatial
properties of the physical universe are the same from point
to point at a given cosmological instant. Putting these in a
mathematical jargon, one says that the large enough scale spa-
tial geometry at a given cosmological instant t is exactly the
same in spite of the position of the observer at some point be-
longing to this t-sliced three-dimensional universe or, equiv-
alently, that the spatial part of the line element of the entire
universe is the same for all observers. Hence, the simplic-
ity referred above arises from the very two principal aspects
logically encrusted in the manner one states the cosmological
principle:

• The lack of a privileged physical description of the uni-
verse at a t-sliced large enough scale ⇒ large enough
scale⇒ one neglects all kind of known physical inter-
actions that are unimportant on the large enough scales
⇒ remains gravity;

• The lack of a privileged physical description of the uni-
verse at a t-sliced large enough scale ⇒ large enough
scale ⇒ one neglects local irregularities of a global t-
sliced substratum representing the t-sliced universe ∀

∗Copernicus told us that the Earth is not the center of our planetary sys-
tem, namely the solar system, pushing down the historical button leading to
the collapse of the established anthropocentric status quo.

†One must understand large enough scale as being that of cluster of
galaxies.

cosmological instants t ⇒ substratum modelled as a
fluid without t-sliced spatially localized irregularities
⇒ homogeneous and isotropic t-sliced‡ fluid.

One shall verify the t-local characteristic of the the cos-
mological principle, i.e., that non-privileged description does
not necessarily hold on the global time evolution of that t-
sliced spacelike hypersurfaces. In other words, two of such
t-sliced hypersurfaces at different instants would not preserve
the same aspect, as experimentally asseverated by the expan-
sion of the universe. Hence, some further assumption must
be made regarding the time evolution of the points belonging
to the t-sliced spacelike hypersurfaces:

• The particles of the cosmological fluid are encrusted in
spacetime on a congruence of timelike geodesics from
a point in the past, i.e., the substratum is modelled as a
perfect fluid.

Hence, the following theoretical ingredients are available
regarding the above way in which one mathematically con-
struct a cosmological model:

Gravity modeled by Einstein’s General Relativity field
equations (in natural units):

Gµν − Λgµν = 8πTµν. (1)

Homogeneity is mathematically translated
by means of a geometry (metric) that is the same from point
to point, spatially speaking. Isotropy is mathematically trans-
lated by means of a lack of privileged directions, also spatially
speaking. These two characteristics easily allow one to con-
sider spaces equipped with constant curvature K. From a dif-
ferential geometry theorem, Schur’s, a n-dimensional space
Rn, n ≥ 3, in which a η-neighbourhood has isotropy ∀ points

‡One shall rigorously attempt to the fact: the isotropy and homogeneity
are t-sliced referred, i.e., these two properties logically emerging from the
cosmological principle hold upon the entire fluid at t, holding spatially at t,
i.e., homogeneity and isotropy are spatial properties of the fluid. Regarding
the time, one observer can be at an own proper τ-geodesic. . .
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belonging to it, has constant curvature K throughout η. Since
we are considering, spatially, global isotropy, then K is con-
stant everywhere. Hence, one defines the Riemann tensor:

Rabcd = K (gacgbd − gadgbc) , (2)

spatially speaking.
As indicated before, homogeneity and isotropy are spatial

properties of the geometry. Time evolution, e.g.: expansion,
can be conformally agreed with these two spatial properties
logically emerging from the cosmological principle in terms
of Gaussian normal coordinates. Mathematically, the space-
time cosmological metric has the form:

ds2 = dt2 − [a(t)]2 dσ2. (3)

Since spatial coordinates for a spatially fixed observer do not
change, ds2 = dt2 ⇒ gtt = 1.

Regarding the spatial part of the line element, the
Schwarzschild metric is spherically symmetric, a guide to our
purposes. From the Scharzschild metric (signature + − − −):

ds2 = e2ν(r)dt2 − e2λ(r)dr2 − r2dθ2 − r2 sin2 θ dφ2, (4)

one easily writes down the spatial part of the spacetime cos-
mological metric:

dσ2 = e2 f (r)dr2 + r2dθ2 + r2 sin2 θ dφ2. (5)

One straightforwardly goes through the tedious calculation
of the Christoffel symbols and the components of the Ricci
tensor, finding:

e2 f (r) =
1

1 − Kr2 . (6)

Absorbing constants∗ by the scale factor in eqn. (3), one nor-
malizes the curvature constant K, namely k ∈ {−1; 0; +1}.
Hence, the cosmological spacetime metric turns out to be in
the canonical form:

ds2 = dt2 − [a(t)]2
(

dr2

1 − kr2 + r2dθ2 + r2 sin2 θ dφ2
)
. (7)

Now, regarding the fluid substratum, one sets in co-moving
coordinates (dt/dτ = 1, uµ = (1; 0; 0; 0)):

T µ ν= 0, µ, ν; T 0
0= ρ; T µ µ =− p , for µ ∈ {1; 2; 3} (8)

since the particles in the fluid are clusters of galaxies falling
together with small averaged relative velocities compared
with the cosmological dynamics, where the substratum turns
out to be averaged described by an average substratum den-
sity ρ and by an average substratum pressure p.

The Einstein tensor in eqn. (1), Gµν, is related to the Ricci
tensor Rµν = Rγµγν (the metric contraction of the curvature
tensor (Riemann tensor)), to the Ricci scalar R = Rµµ (the

∗Defining r′ =
√
|K| r, one straightforwardly goes through. . .

metric contraction of the Ricci tensor) and to the metric gµν
itself:

Gµν = Rµν −
1
2

Rgµν . (9)

The curvature tensor Rαβγδ is obtained via a metric connec-
tion, the Christoffel Γαβδ symbols in our case of non-torsional
manifold:

Rαβγδ = ∂γΓ
α
βδ − ∂δΓαβγ + ΓεβδΓαεγ − ΓεβγΓαεδ , (10)

where the metric connection is obtained, in the present case,
from the Robertson-Walker cosmological spacetime geome-
try given by eqn. (7) (from which one straightforwardly ob-
tains the metric coefficients of the diagonal metric tensor in
the desired covariant or contravariant representations) via:

Γαβγ = g
αδΓδβγ , (11)

being the metric connection (Christoffel symbols) of the first
kind Γδβγ given by:

Γδβγ =
1
2

(
∂gβγ

∂xδ
+
∂gγδ

∂xβ
−
∂gδβ

∂xγ

)
. (12)

These set of assumptions under such mathematical apparatus
lead one to the tedious, but straightforward, derivation, via
eqn. (1), of the ordinary differential cosmological equations
emerging from the relation between the Einstein’s tensor, Gµν,
the Robertson-Walker spacetime cosmological metric of the
present case, gµν via eqn. (7), and the stress-energy tensor, Tµν
via metric contraction of the eqn. (8) (signature + − − −):

Ṙ2 + kc2

R2 =
8πG
3c2 (ρ + ρ̃) ; (13)

2RR̈ + Ṙ2 + kc2

R2 = −8πG
c2 (p + p̃) , (14)

where we are incorporating the cosmological constant Λ
through the energy density and the pressure of the vacuum:
ρ̃ and p̃, respectively. One also must infer we are no more
working with natural units. The scale factor becomes R(t),
and one must interpret it as the magnification length scale of
the cosmological dynamics, since R(t) turns out to be length.
This measures how an unitary length of the pervading cos-
mological substratum at t0 becomes stretched as the universe
goes through a time evolution from t0 to t. One should not
literally interpret it as an increase of the distance between
two points, e.g., in a case of expansion, a stretched station-
ary wavelength connecting two cosmological points at a t0-
sliced spacelike substratum would remain stationarily con-
necting the very same two points after the stretched evolu-
tion to the respective t-sliced spacelike substratum, but less
energetically.
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2 A Cold Beginning?

Applying the following conservation criteria:

∇µT µt = ∂µT
µ
t + Γ

µ
µνT νt − ΓνµtT

µ
ν = 0, (15)

one finds via the diagonal stress-energy tensor (see eqn. (8)),
the metric connection (see eqs. (11) and (12)) and the space-
time cosmological geometry of the present case (eqn. (7)):

∂

∂t
(ρ + ρ̃) + 3

Ṙ
R

(ρ + ρ̃ + p + p̃) = 0. (16)

eqn. (16) is the first law of thermodynamics applied to
our substratum (including vacuum), since, despite of geome-
try, a spatial slice of the substratum has volume α(k) [R(t)]3,
density (ρ(t) + ρ̃)∗ and energy (ρ(t) + ρ̃)α(k) [R(t)]3, imply-
ing that dE + pdV = 0 turns out to be eqn. (16). α(k) is the
constant that depends on geometry (open, k = −1; flat, k = 0;
closed, k = 1) to give the correct volume expression of the
mentioned spatial slice of the t-sliced cosmological substra-
tum.

Now, we go further, considering the early universe as be-
ing dominated by radiation. In the ultrarelativistic limit, the
equation of state is given by:

ρ − 3p = 0. (17)

Putting this equation of state in eqn. (16) and integrating, one
obtains the substratum pressure as a function of the magnifi-
cation scale R:

4 ln ‖R‖ + ln ‖p‖ = C′ ⇒ ‖p‖ = eC′

R4 ⇒ p = ±C+

R4 , (18)

where C+ ≥ 0 is a constant of integration. In virtue of eqn.
(18), eqn. (14) is rewritten in a total differential form:

2RṘdṘ +
(
Ṙ2 + kc2 ± 8πG

c2

C+

R2 +
8πG
c2 p̃R2

)
dR = 0. (19)

Indeed, eqn. (19) is a total differential of a constant λ(R, Ṙ) =
constant:

dλ(R, Ṙ) =
∂λ(R, Ṙ)
∂Ṙ

dṘ +
∂λ(R, Ṙ)
∂R

dR = 0, (20)

since:

∂λ(R, Ṙ)
∂Ṙ

= 2RṘ ⇒ ∂2λ(R, Ṙ)
∂R ∂Ṙ

= 2Ṙ; (21)

∂λ(R, Ṙ)
∂R

= Ṙ2 + kc2 ± 8πG
c2

C+

R2 +
8πG
c2 p̃R2 ⇒ (22)

∗One shall remember the cosmological principle: on average, for large
enough scales, at t-sliced substratum, the universe has the same aspect in
spite of the spatial localization of the observer in the t-slice ⇒ ρ = ρ(t).
Also, since Λ is constant, ρ̃ and p̃ are constants such that ρ̃ + p̃ = 0.

∂2λ(R, Ṙ)
∂Ṙ ∂R

= 2Ṙ ∴
∂2λ(R, Ṙ)
∂R ∂Ṙ

=
∂2λ(R, Ṙ)
∂Ṙ ∂R

= 2Ṙ. (23)

Integrating, one has:∫
∂λ(R, Ṙ) =

∫
2RṘ ∂Ṙ = 2R

∫
Ṙ dṘ + h(R) ∴ (24)

λ(R, Ṙ) = RṘ2 + h(R), (25)

where h(R) is a function of R. From eqs. (22) and (25):

∂

∂R
λ(R, Ṙ) = Ṙ2 + kc2 ± 8πG

c2

C+

R2 +
8πG
c2 p̃R2 ⇒

h(R) =
∫ (

kc2 ± 8πG
c2

C+

R2 +
8πG
c2 p̃R2

)
dR ∴ (26)

h(R) = kc2R ∓ 8πG
c2

C+

R
+

8πG
3c2 p̃R3. (27)

Putting this result from eqn. (27) in eqn. (25):

λ(R, Ṙ) = RṘ2+kc2R∓ 8πG
c2

C+

R
+

8πG
3c2 p̃R3 = constant (28)

is the general solution of the total differential equation eqn.
(19). Dividing both sides of eqn. (28) by R3 , 0:

λ(R, Ṙ)
R3 =

Ṙ2 + kc2

R2 ∓ 8πG
c2

C+

R4 +
8πG
3c2 p̃, (29)

using the eqn. (13), one obtains:

λ(R, Ṙ)
R3 =

8πG
c2

(
ρ

3
∓ C+

R4

)
+

8πG
3c2 (ρ̃ + p̃) ∴ (30)

λ(R, Ṙ) = constant = 0, (31)

in virtue of eqns. (17), (18) and ρ̃ + p̃ = 0 for the back-
ground vacuum. Of course, the same result is obtained from
eqn. (13), since this equation is a constant of movement of
eqn. (14), being eqn. (16) the connection between the two.
Neglecting the vacuum contribution in relation to the ultrarel-
ativistic substratum, one turns back to the eqn. (28), set the
initial condition R = R0, Ṙ = 0, at t = 0, obtaining for the
substratum pressure:

p(R) = k
c4R2

0

8πGR4 , (32)

and for the magnification scale velocity:

Ṙ2 = −kc2
1 − R2

0

R2

 . (33)

Now, robustness† requires an open universe with k = −1.
Hence, the locally flat substratum energy is given by‡:

E+ = −4πR3 p(R)⇒ R0 = −
2GE+0

kc4 , (34)

†For, Ṙ2 ∈ R in eqn. (33) with R ≥ R0.
‡The Hawking-Ellis dominant energy condition giving the positive en-

ergy, albeit the expansion dynamics obtained via eqn. (32).
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in virtue of eqn. (32) and the initial condition E+ = E+0 ,
R = R0 at t = 0. Returning to eqn. (33), one obtains the
magnification scale velocity:

Ṙ = c

√√
1 −

4G2
(
E+0

)2

c8R2 , (35)

giving Ṙ → c as R → ∞. Rewriting eqn. (35), one obtains
the dynamical Schwarzchild horizon:

R =
2G
c4

E+0√
1 − Ṙ2/c2

. (36)

We will not use the eqn. (34) (now you should read the ap-
pendix to follow the following argument) to obtain the en-
ergy from the energy density and volume for t , 0, since we
do not handle very well the question of the conservation of
energy in cosmology caused by an inherent lack of applica-
tion of the Noether’s theorem. In virtue of the adopted initial
conditions, an initial uncertainty R0 related to the initial spa-
tial position of an arbitrary origin will be translated to a huge
uncertainty R at the actual epoch. Indeed, one never knows
the truth about the original position of the origin, hence the
uncertainty grows as the universe enlarge. The primordial
energy from which the actual energy of the universe came
from was taken as E+0 at the beginning. This amount of en-
ergy is to be transformed over the universe evolution, giv-
ing the present amount of the universe, i.e., the energy of an
actual epoch t-sliced hypersurface of simultaneity. But this
energy at each instant t of the cosmological evolution turns
out to be the transformed primordial indeterminacy E+0 , since
E+0 is to be obtained via the Heisenberg indeterminacy prin-
ciple. In other words, we argue that the energetic content
of the universe at any epoch is given by the inherent inde-
terminacy caused by the primordial indeterminacy. At any
epoch, one may consider a copy of all points pertaining to the
same hypersurface of simultaneity but at rest, i.e., an instan-
taneous non-expanding copy of the expanding instantaneous
hypersurface of simultaneity. Related to an actual R indeter-
minacy of an origin in virtue of its primordial R0 indetermi-
nacy, one has the possibility of an alternative shifted origin
at R. This shifted origin expands with Ṙ in relation to that
non-expanding instantaneous copy of the universe at t. Since
the primordial origin was considered to encapsulate the pri-
mordial energy E+0 , this energy at the shifted likely alternative
origin should be E+0 /

√
1 − Ṙ2/c2, since, at R, a point expands

with Ṙ in relation to its non-expanding copy. We postulate:

• The actual energy content of the universe is a conse-
quence of the increasing indeterminacy of the primor-
dial era. Any origin of a co-moving reference frame
within the cosmological substratum has an inherent in-
determinacy. Hence, the indeterminacy of the energy
content of the universe may create the impression that

the universe has not enough energy, raising illusions
as dark energy and dark matter speculations. In other
words, since the original source of energy emerges as
an indeterminacy, we postulate this indeterminacy con-
tinues being the energy content of the observational
universe: δE(t) = E+(t) = E+0 /

√
1 − Ṙ2/c2.

This result is compatible with the Einstein field equations.
The compatibility is discussed within the appendix. In virtue
of this interpretation, eqn. (36) has the aspect of the Schwarz-
child radius, hence the above designation. The t-instantan-
eous locally flat spreading out rate of dynamical energy at
t-sliced substratum is given by the summation over the ν-
photonic frequencies:

Ṙ
d

dR

 E+0√
1 − Ṙ2/c2

 =

=
8π2R2h

c2

∫ ∞

0

ν3

exp (hν/kBT ) − 1
dν =

8π6k4
BR2

15c2h3 T 4, (37)

where kB is the Boltzmann constant, h the Planck constant and
T the supposed rapid thermodynamically equilibrated t-sliced
locally flat instantaneous cosmological substratum tempera-
ture. Now, setting, in virtue of the Heisenberg principle:

E+0 R0

c
≈ h

(34)
⇒

(
E+0

)2
=

hc5

2G
, (38)

one obtains, in virtue of eqn. (37):

T 4 =
15c7h3

16π6Gk4
B

1
R2

√
1 − 2Gh

c3R2 . (39)

Hence, the temperature of the cosmological substratum van-
ishes∗ at t = 0, rapidly reaching the maximum ≈ 1032K, and
assintotically decreasing to zero again as t → ∞.

Indeed. R0 = R(t = 0) =
√

2Gh/c3, in virtue of eqs. (34)
and (38), giving T 4(R0) = T 4(t = 0) = 0. Also, the max-
imum temperature is T ≈ 1032K, from eqn. (39), occuring
when R = Rmax =

√
3/2R0 =

√
3Gh/c3, as one obtains by

dT 4/dR = 0 with d2T 4/dR2 < 0. Below†, one infers these
properties of eqn. (39).

∗We argue there is no violation of the third law of thermodynamics, since
one must go from the future to the past when trying to reach the absolute zero,
violating the second law of thermodynamics. At t = 0, one is not reaching
the absolute zero since there is no past before the beginning of the time. To
reach the absolute zero, in an attempt to violate the Nernst principle, one
must go from the past to the future.

†The eqn. (39) is simply rewritten to plot the graph, i.e.: T 4
max =(

5
√

3 c10h2
)
/
(
48π6G2k4

B

)
and, as obtained before, R0 =

√
2Gh/c3.
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0

1

1 2 3

T 4

T 4
max

x ≡ R/R0

(T/Tmax)4 =
(
3
√

3/2
) √

1 − 1/x2/x2

Now, one puts the result of eqn. (38) in eqn. (35) and inte-
grates: ∫ R

(2Gh/c3)1/2

R√
R2 − 2Gh/c3

dR = c
∫ t

0
dτ, (40)

obtaining:

t =
1
c

√
R2 − 2Gh/c3 ⇒ t(Rmax) =

√
Gh
c5 ≈ 10−43 s, (41)

for the elapsed time from t = 0 to the instant in which the sub-
stratum temperature reaches the maximum value T ≈ 1032 K.
The initial acceleration, namely the explosion/ignition accel-
eration at t = 0 of the substratum is obtained from eqn. (35):

R̈ = Ṙ
dṘ
dR
=

4G2
(
E+0

)2

c6R3
(38)
=

2Gh
cR3 ∴ (42)

R̈
(
R = R0 =

√
2Gh/c3

)
=

√
c7

2Gh
≈ 1051 m/s2. (43)

An interesting calculation is the extension of the eqn. (39)
formula to predict the actual temperature of the universe.
Since 2Ghc−3R−2 � 1 for actual stage of the universe, eqn.
(39) is approximately given by:

T 4 ≈ 15c7h3

16π6Gk4
B

1
R2 ⇒ R2 ≈ 15c7h3

16π6Gk4
B

1
T 4 . (44)

Also, for actual age of the universe, eqn. (41) is approxi-
mately given by:

t ≈ R
c

(44)
=

√
15c5h3

16π6Gk4
B

1
T 2 ∴ (45)

T 2
Now =

√
15c5h3

16π6Gk4
B

t−1
Now = 5.32 × 1020t−1

Now

(
K2s

)
. (46)

Before going further on, one must remember we are not in
a radiation dominated era. Hence, the left-hand side and the
right-hand side of eqn. (37) must be adapted for this situation.

The left-hand accomplishes the totality of spreading out en-
ergy in virtue of cosmological dynamics. It equals the right-
hand side in an ultrarelativistic scenario. But, as the universe
evolves, the right-hand side becomes a fraction of the totality
of spreading out energy. Rigorously, as the locally flatness
of the t-sliced substratum increases, one multiplies both sides
of eqn. (37) by (4/c) ×

(
1/4πR2

)
and obtains the t-sliced in-

stantaneously spreading out enclosed energy density. Hence
the right-hand side of eqn. (37) turns out to be multiplied by
the ratio between the total cosmological density∗ ρc and the
radiation density ρr. Hence, eqn. (46) is rewritten:√

ρc

ρr
T 2

Now = 5.32 × 1020t−1
Now

(
K2s

)
. (47)

The actual photonic density is ρr = 4.7× 10−31 kg/m3 and the
actual total cosmological density is ρc = 1.3 × 10−26 kg/m3.
For the reciprocal age of universe, t−1

Now in eqn. (47), one
adopts the Hubble’s constant, for open universe, H = t−1

Now =

2.3 × 10−18 s−1. Hence, by eqn. (47), one estimates the actual
temperature of the universe:

T 2
Now =

√
4.7 × 10−31

1.3 × 10−26 ×5.32×1020×2.3×10−18 K2 ∴ (48)

TNow = 2.7 K, (49)

very close to the CMB temperature.

3 Appendix

From eqns. (17) and (32):

ρ = 3p = −
3c4R2

0

8πG
1

R4 ⇒ Eρ = −
c4R2

0

2G
1
R
, (50)

since k = −1; Eρ is the energy (negative) obtained from vol-
ume and ρ. From eqn. (34), R2

0 = 4G2(E+0 )2/c8. Hence, eqn.
(50) is rewritten:

Eρ = −
2G
c4

(
E+0

)2 1
R
. (51)

With the eqn. (36), we reach:

Eρ = −E+0

√
1 − Ṙ2/c2. (52)

This negative energy arises from the adopted negative pres-
sure solution. But, its fluctuation is positive:

δEρ =
E+0√

1 − Ṙ2/c2

Ṙ δṘ
c2 , (53)

since both, Ṙ and δṘ, are positive within our model (see eqn.
(40)). Let δt be the time interval within this fluctuation pro-
cess. Multiplying both sides of the eqn. (53) by δt, we obtain:

δEρ δt =
E+0√

1 − Ṙ2/c2

(
ṘδṘ/c2

)
δt. (54)

∗Actually, the critical one, since observations asseverate it.
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The above relation must obey the Heisenberg indeterminacy
principle, and one may equivalently interpret it under the fol-
lowing format:

δEρ δt =
E+0√

1 − Ṙ2/c2
(δt)∗ ≈ h, (55)

An energy indeterminacy having the magnitude of the actual
cosmological energy content carries an indeterminacy δṘ ≈ c
about the magnification scale velocity Ṙ with Ṙ ≈ c. For
such an actual scenario in which Ṙ ≈ c (see eqn. (35) with
R→ ∞), we have:

δt ≈ (δt)∗ ⇒ δEρ
∣∣∣∞
R0
= E+ =

E+0√
1 − Ṙ2/c2

, (56)

if∗ Ṙ → c. Now, let’s investigate the primordial time domain
t ≈ 0. To see this, we rewrite ṘδṘ within the eqn. (54).
Firstly, from eqn. (35):

Ṙ = c
√

1 − R2
0/R

2 ⇒ Ṙ δṘ =
c2R2

0

R3 δR, (57)

where R0 =
√

2Gh/c3 as obtained before. Within the primor-
dial time domain t ≈ 0, we have R ≈ R0 and δR ≈ R0, as
discussed before. Hence, the eqn. (57) reads:

Ṙ δṘ ≈ c2. (58)

if t ≈ 0. Back to the eqn. (54) we obtain again:

δt ≈ (δt)∗ ⇒ δEρ
∣∣∣≈R0
= E+ =

E+0√
1 − Ṙ2/c2

, (59)

if t ≈ 0. This justify the use of E+ = E+0 /
√

1 − Ṙ2/c2 within
our postulate, emerging from the positive fluctuation of the
negative energy Eρ obtained from volume and the negative
energy density ρ stated via the fluid state equation, eqn. (17),
and entering within the field equations.
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The memory of the prominent British physicist, Prof. Arthur Marshall Stoneham
(1940–2011), will live in our hearts and souls.

Arthur Marshall Stoneham (1940–2011)

Marshall Stoneham was born in 1940 in Barrow-in-Furness,
Cumbria. He was educated at Barrow Grammar School for
Boys before reading physics at Bristol University. In 1964
he completed his doctorate at Bristol under Prof. Maurice
Pryce. After completing his thesis, Marshall started working
for the Atomic Energy Authority in the Theoretical Physics
Division at Harwell. At that time, Harwell faced challenges
posed by the nuclear programme, involving the construction
of reactors and the safe disposal of radioactive waste. Mar-
shall’s main work was the Theory of Defects in Solids. His
book on the subject left its mark on a generation, aided by
Marshall’s habit of referring people to the precise place in
the book where their answer was. It has never been out of
print since it was first published. Marshall’s group at Har-
well became a leading light for both the nuclear industry and
beyond. He became a division head, AEA chief scientist and
retained his interest in nuclear power (both fission and fusion)
to the end.

At University College London (where he moved in 1995
as Massey Professor of Physics) he and his colleague John

Finney built up the London Centre of Nanotechnology. He
was an Honorary Fellow of Wolfson College, Oxford Univer-
sity, from 1985, was elected a Fellow of the Royal Society
in 1989 and in 2010 had started his term as President of the
Institute of Physics. His colleagues will remember him for
his support (even when that support took the form of asking a
killer question at the end of your presentation after apparently
having slept through it), for the way he promoted their work
— even if it was by remarking, “Oh they could sort that out
in a few days”. It never took less than three months. Above
all, in a life that was filled to overflowing he found time for
people; to listen, to encourage, to advise. Marshall was a pro-
lific writer. In addition to several books, he was author or
co-author of over 500 publications.

Marshall had a great love of music and played the French
horn, inspired by a recording of Dennis Brain playing the
Mozart horn concertos which his father bought for him (and
regretted!) at the age of 18. His love of wind music led him
to form his own music group in 1971, the Dorchester Wind
Players. Throughout the ’80s and ’90s he dedicated himself
to the massive task of compiling a directory of every piece of
wind music in the world ever written for two or more instru-
ments, into a Wind Ensemble Sourcebook. Marshall’s pro-
fessional life took him all over the world and he used these
travel opportunities to rummage in obscure music libraries
and even monasteries in his quest. The project took years, but
eventually he and his co-authors published Wind Ensemble
Sourcebook in 1997. It runs to 450 pages, containing records
of 12,000 works by 2,200 composers, and it has two compan-
ion volumes. The whole enterprise was truly a world first and
will probably never be equalled.

In 1962 Marshall married Doreen, another physicist, and
also from Barrow-in-Furness. They have two physicist
daughters and he would often joke that he had “done his bit”
for women in science. Marshall was a director in his and
his wife’s specialist laboratory, Oxford Authentication, which
authenticates pottery and porcelain antiquities using thermo-
luminescence dating.

Marshall died on 18 February from complications arising
from pancreatic cancer.

Commencing in 2002 Prof. Stoneham helped us by sci-
entific way. He had given scientific directions which then

Minasyan V. and Samoilov V. Arthur Marshall Stoneham (1940–2011) L1



Volume 2 PROGRESS IN PHYSICS April, 2011

became the basis of our research studies. Due to his scientific
support, we published many important papers in the science
connected with understanding structures of light and solid.
We never forget Arthur Marshall Stoneham who was a very
noble man. His memory will live always in our souls.

We are very grateful to Doreen Stoneham who helped us
by information connected with the early private life of Prof.
Stoneham.

We also thank the Editor of Chief of Progress in Physics,
Dr. Dmitri Rabounski, who assisted us with this letter, and
always helped us by scientific way.
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